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A method is given for deriving branching rules, in the form of generating functions, for the 
decomposition of representations ofSU(3) into representations of its finite subgroups. Interpreted 
in terms of an integrity basis, the generating functions define analytic polynomial basis states for 
SU(3), which are adapted to the finite subgroup. 
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1. INTRODUCTION 

Apart from the (double) point groups and permutation 
groups, finite groups have found relatively little application 
in physics. Some years ago, Fairbairn, Fulton, and Klink I 
considered the finite subgroups ofSU(3)1C (of the eightfold 
way) as possible particle symmetry groups, with largely neg­
ative conclusions. 

Recently there has been a growth in the interest taken 
by physicists in finite groups. If one restricts one's attention 
to representations of a space group G whose k vectors are 
rational with highest common denominator q, then one is 
dealing2 with a finite group G /Gq , where Gq is the space 
group whose elementary displacements are q times larger 
than those of G. Finite groups have recently been used in 
conjunction with local gauge symmetry in the flavor sector 
of electroweak interactions. 3 A class of finite groups has 
been shown to be symmetries of general spin systems.4 It has 
been suggested than an approximate integration over the 
manifold of color SU(3) transformations can be effected by 
summing over the transformations of a finite subgroup of 
SU(3). Some of these developments are discussed more fully 

by Abresch et al.5 

In this paper it is shown how branching rules, in the 
form of generating functions, may be derived for SU(3) ~ G, 
where G is a finite subgroup ofSU(3). The generating func­
tions define an integrity basis, a finite number of subgroup 
multiplets, in terms of which general analytic SU(3PGba­
sis states may be expressed. Generating functions for finite 
group tensors which are polynomials in the components of a 
given tensor are determined without the use of partial Mo­
lien functions; a formula is given for the sum of the numera­
tor coefficients in such a generating function. 

2. GENERALITIES 

Reference 6 contains a prescription for the derivation of 
generating functions for branching rules from a compact Lie 
group to a finite group, starting with the character generator 
of the Lie group. Here we follow an alternative method 
which, at least for SU(3), is simpler to implement. 

The SU(3) character generator,6,7 with its two terms put 
over a common denominator, is 

X(P,Q;'T},t) 
1-PQ 

Now the coefficient of pP in the expansion of 
[(1 - P'T}t)(l - Prj- It)(l - Pt -2)]-1 is the character of the 
SU(3) representation (p, 0); decomposed into characters of a 
finite subgroup G, it yields those subgroup multiplets which 
are polynomials of degree p in the multiplet 3 which spans 
(1,0) ofSU(3). We are led to consider the generating function 
Bi3 (P), whose expansion 

(2.2) 
P 

provides, as the coefficient Cp ' the number oflinearly inde­
pendent G tensors transforming by the irreducible represen­
tation i, which are polynomials of degree p in the compon­
ents of the tensor 3 contained in the (1,0) representations of 

-) Supported in part by the Natural Sciences and Engineering Research 
Council of Canada and by the Ministere de I'Education du Quebec. 

(2.1) 

I 
SU(3). It is known8

-
10 tht the function B i3 (P) has the form 

B i3 (P) = I n~)pk [ IT (1 - p dh)] - \ (2.3) 
k h~1 

the denominator factors correspond to three functionally in­
dependent scalars of degrees dh , while the terms in the finite 
sum in the numerator correspond to tensors transforming by 
i, in number n~) of degree k, which are linearly independent 
when their coefficients belong to the ring of denominator 
scalars. Some general properties of the n~) are pointed out at 
the end of this section. Since (0,1) is conjugate to (1,0), it 
follows that 

Bi3 (Q) = Bt3(Q), (2.4) 

where :3 is the subgroup representation contained in (0,1) and 
i is the representation conjugate to i. Combining the repre­
sentations found in (p, 0) with those contained in (0, q), we 
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obtain 

Fm(P, Q) = (1- PQ) I C;7-Bi3(P)Bi':dQ) 
it 

= (1 - PQ) I C;7-Bi3 (p)B-;'3(Q), (2.5) 
ii' 

where C;7- is the multiplicity of the irreducible representa­
tion m in the direct product of representations i and i'. Then 
F m (P, Q) is the desired generating function. When 
expanded, 

(2.6) 
p.q 

it provides, as the coefficient ~, the multiplicity of the finite 
group representation m in the SU(3) representation (p, q). 

To render F m (P, Q ) into a "positive" form, the numera­
tor must be written as a sum of terms, each containing as a 

factor one of the denominator factors (1 _ p dh
), (1 _ Qd

h
). 

Then F m (P, Q) is a sum of terms each with five denominator 
factors [5 = W + r), in agreement with Racah's" counting 
oflabels] and a numerator which is a polynomial in P, Q with 
positive coefficients. In this form F m (P, Q) can be interpret­
ed directly in terms of an integrity basis. Let 1/ I' 1/2' 1/3 be the 
(1,0) states, TJ I' TJ2' TJ3 the (0,1) states. Then the integrity basis 
consists of six denominator scalars, three of degrees d I' d 2, d 3 
in 1/1' 1/2' 1/3 and three of degrees d

" 
d2, d3 in TJI' TJ2' TJ3' A 

numerator term PPQq inFm (P, Q) represents an m tensor of 
degree pin 1/1,1/2,1/3 and degree q in TJI' TJ2' TJ3' With the 
knowledge of their degrees and transformation properties it 
is straightforward to determine the algebraic form of the 
elements of the integrity basis. An SU(3)::J G basis state cor­
responds to a numerator tensor, multiplied by a product of 
powers of the denominator scalars from the same term of 
F m (p, Q). To ensure that the states have the correct SU(3) 
transformation properties, i.e., belong to the representation 
(p, q) where p and q are the degrees in the unbarred and 
barred variables, one has two options. The first is to replace 
1/j by 1/\11 and TJj by €jjk 1/~I1/~I; this is called the two-particle 
scheme since it is based on two (1,0) representations. The 
second is to make the replacements 

1/j---+aj = 1/j - B (N + 3)-IJiji' 
(2.7) 

TJj---+a j = TJj - B (N + 3)-IJ7Ji · 

Here B = ~j1/jTJj is an SU(3) scalar and N = ~j [1/ jJ 7Ji 
+ TJjJiji] is the total degree; this is called the particle-anti­

particle scheme since it is based on a (1,0) and a (0,1) repre­
sentation. The proof that polynomials in aj and OJ are trace­
less, i.e., orthogonal to any state containing B as a factor, is 
similar to that for the "traceless boson operators" of Lohe 
and Hurst. 12 

We now outline a procedure for determining the gener­
ating functions Bj3 (P), without the use of partial Molien 
functions. The polynomial G tensors of degree p for those 
contained in the symmetric plethysm [P] (the Young tableau 
for [P] is a single row of p boxes; a single box refers to the 3-
dimensional representation 3 of G which spans (1,0) of 
SU(3)). Using the direct product formulas 
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[1] ® [p - 1] = [p] + [p - 1, 1], 

[12] ® [p - 2] = [p - 1, 1] + [p - 3], 

we arrive at a recursion formula 

[p] = [1] ® [p - 1] - w] ® [p - 2] + [p - 3], (2.8) 

which determines the plethysm [p] in terms of [p - 1], 
[p - 2], [p - 3]. To carry out the iteration, all one needs are 
the Clebsch-Gordan series which involve [1] or [12], i.e., 3 or 
3. After computing a number of[p] [the interation of(2.8) is 
easily done with a computer] one notices that for some in­
teger d

" 
the representations contained in [p] are also con­

tained in [p + d ,] for all [p]. This suggests a denominator 
scalar of degree d I; to eliminate states containing it as a fac­
tor, replace [p] by [p] - [p - d ,]. When this subtraction 
has been repeated twice more with the integers d2 and d3 , the 
thrice-subtracted plethysm, 

[p] - [p - d]] - [p - d 2] - [p - d 3 ] + [p - d , - d 2] 

+ [p - d] - d 3] + [p - d 2 - d 3] (2.9) 

-[p-dl -d2 -d3], 

will be found to vanish for p > d I + d 2 + d 3 - 3. The multi­
plicity of an i tensor in the subtracted plethysm (2.9) is the 
coefficient of pP in the numerator of the generating function 
BjJ(P). 

We complete this section by noting two properties of 
the generating functions Bij(A ); they are straightforward 
generalizations of results given by Stanley 13 for Molien func­
tions (i the scalar representation). The dimension tj of the 
representation} is not now restricted to the value 3. In terms 
of the partial Molien functions Bij(A ) may be written8

-
1O

•
14 

BIj(A)=~ I [Nsxts/IT (I-Aaj~})], (2.10) 
N s h=] 

where N is the order of the group, Ns the order of the class s, 
Xj.s the character of the class s for the representation i, and 
a 1h I the h th eigenvalue of the matrix which represents an l.S 

element of the class s for the representation). 
The first property has to do with the sum of the numera­

tor coefficients n~1 when BIj(A ) is written in the form (2.3). 
We assume} is a faithful representation of G; that is the case 
for all the generating functions in this paper. Otherwise we 
deal with G; = G /Gj , where Gj is the subgroup ofGconsist­
ing of elements represented by the identity in the representa­
tion). The representations of G; form a subset of those of G. 
In (2.10) rewrite the term corresponding to the class s as 

NsXtJ1h (1 - A d
h
)/ N IIh (1 - Aa~ll 

II
h
(l - A d h

) 

(2.11) 

The contribution of the classs to the sum ~kn~1 is the numer­
ator of (2.11) evaluated at A = 1. But this vanishes unless s is 
the identity class, for which a~l = 1. We find 

~n~l=tj [l}dh]N-
I
• (2.12) 

The second property has to do with the symmetry of the 
coefficients n~1 about some k = ko. Let us assume that the 
representation} is unimodular so that IIhaj~l = 1; this is the 
case for all the generating functions in this paper. Replace A 
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by A. -I in Bij(A.). Then 

1 NX· B (A. -I) _" s i.s 

ij - N ~ II
h

(1 -A. -la~ll 

( _ A. )tj " NsXts 
=--;;-~ rrh(I-A.a~n 
= ( _ A. )tj B;-j(A. ). 

(2.13) 

The last step follows from the reality of Bij(A. ). Imposing this 
symmetry on Bij(A. ) in the form (2.3) leads to the identity 

n~i = nT. (2.14) 

if 

i is the representation conjugate to i. 

3. SPECIFICS 

(2.15) 

In this section we consider three maximal finite sub­
groups ofSU(3), namely.I (168),.I (648),.I (1080), as well as 
G(13,3,3), one of the "trihedral" subgroups [the order of 
G(m,n,3) is mn]. The three.I groups are discussed and their 
generator matrices for the representation (1,0) ofSU(3) are 
given in Ref. 1. The trihedral groups are discussed in Ref. 15. 
For each of these four subgroups ofSU(3) we give the gener­
ating functions Bi3 (P), where 3 is the 3-dimensional repre­
sentation contained in (1,0). The generating functions 
Fm(P, Q) for general branching rules (and polynomial bases) 
is given in terms of Bi3 (P) by Eq. (2.5). We evaluate them in 
an explicit positive form only for.I (168). 

An irreducible representation of.I (648) or of.I (1080) 
has definite triality, i.e., is found only in SU(3) representa­
tions of one triality [the triality of the SU(3) representation 

I 

TABLE I. Coefficients n~1 of p k in the numerator of Bi3 (P) for I(168) for 
O<k< 10. The representation i is plotted vertically, the exponent k 
horizontally. 

1 1 

1112111 

1 1 1 1 1 1 

1 1 1 

1 1 

o 1 2 3 4 5 6 7 8 9 10 

(p, q) is (p - q) modulo 3]; a representation of.I (168) or 
G (13,3,3) may be found in SU(3) representations of any 
triality. 

(a) The subgroup .2'(168) 

The character table for.I (168) is found in Ref. I, and is 
given by Littlewood. 16 The embedding is such that the repre­
sentation denoted by 13 in Ref. 1 is contained in (1,0) of 
SU(3). We label the representations by their dimension: 
1,3,3,6,7,8. Our 3 is the 13 of Ref. 1. Representations 1,6,7,8 
are self-conjugate; 3 and 3 are mutually conjugate. From the 
character table it is easy to determine Clebsch-Gordan se­
ries, in particular those involving 3 or 3. The iteration of(2.8) 
can then be carried out and the subtraction (2.9) implement­
ed. The degrees d l,d2,d3 of the denominator scalars turn out 
to be 4,6,14, so that the generating functions Bi3 (P) have the 
form ~kn~)pk /(1 - p 4)(1 - p 6)(1 - P 14). The numera-
tor coefficients n~) are given in Table I. Because of the sym­
metry (2.14), n~) = n~1 _ k' it is necessary to tabulate n~l for 
O,,;;;k,,;;; 10 only. 

The generating function F m (P, Q) for general branch­
ing rules takes the form 

F (P, Q) = 1 [ N~)(P, Q) + N~)(P, Q) 
m (1 _ P 14)(1 _ Q 14) (1 _ p 4)(1 _ p 6)(1 _ Q4) (1 _ p 4)(1 _ p6)(1 _ Q6) 

N~)(P, Q) N~)(P, Q) ] 
+ (1 - p 4)(1 _ Q4)(1 _ Q6) + (1 _ p 6)(1 _ Q4)(1 _ Q6) . (3.1) 

We give a number of symmetry relations which serve to 
reduce the number and size of Tables II-VI in which are 
tabulated the numerator polynomials N m (k )(P, Q) for 
m = 1,3,6,7,8 and for k = 1,2. 

We have, first, 

F"j(P, Q) = F3(Q, Pl· 

For m = 1,6,7,8, we have that 

Nm (3)(P, Q) = N m (I)(Q, Pl, 

N
m 

(4)(p, Q) = N
m 

(2)(Q, Pl. 

If we write 

N (k)(p Q) = "n(k) PPQq 
m , .4.. m;p,q 

P.q 
then, for m = 1,6,7,8, 

n(l) = n(l) 
m;p.q m;22 - p.16 -- q' 

n(2) - n(2) 
m;p.q - m;22-p.18-q· 
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(3.2) 

(3.3) 

(3.4) 

(3.5) 

I 
TABLE II. The coefficients of the polynomials Nit"(P, Q) and Ni,2'(P,Q) for 

O<p< 11;p is plotted horizontally, q vertically. (a) The coefficients nit';'P.q; (b) 
The coefficients ni,~~,q , 

1 1 

15, I 15, 2 1 t 
1 1 

1 1 t 1 1 1 

1 1 2 1 

1 1 1 1 

10, 1 1 1 10. 

1 1 1 1 

1 1 1 

1 1 

5. 1 5, 

, t 

o t 
o 0 . , , . 5 , 10 o , . , , 5 10 
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TABLE III. The coefficients of the polynomials N~II(P,Q) and N~~lp,q; pis 

plotted horizontally, q vertically. (a) The coefficients n~l;~,q; (b) The coeffi­

cients n~~~,q' 

15 2 1 

1 3 2 

1 1 

1 1 

2 3 4 

3 4 3 

3 2 2 

10 1 1 2 3 3 2 3 

1 1 1 3 2 2 3 1 

11234232 

222323 321 

123232212 

5111122222 1 2 1 

2222211 2 

1 1 2 1 3 1 2 2 

2 1 2 2 1 

2 1 2 

15 

10 

1 1 1 1 1 

,--~~ __ ~~~_1 1 
o , , 

2 1 1 2 2 

2 4 1 2 

3 

1 1 

1 

10 . 

4 1 

2 

1 2 

15. . . . 20 

1 1 1 

1 1 1 

. . . 5 . . . . 10. -·.--.-15:---.--~--:--20-

TABLE IV. The coefficients of the polynomials N~II(P,Q) and N~21(P,Q) for 

O<p< ll;p is plotted horizontally, and q vertically. (a) The coefficients n~l;~.q; 

(b) The coefficients n~~.q. 

. 2 2 

15 2 3 4 

4 4 6 

5 5 8 

2 4 7 5 8 

134843 

10 2 2 5 3 3 1 2 

1245622 

223433 31 

234534 

1224452 

2 2 3 4 2 

2 

1 1 1 3 

5 . • . • 10 

• 4 

15 

10 

11 

14 1 2 

1 1 11 2 1 

10 2 2 

2 2 7 

2 3 

0~0~~.~.~.--5;~.~.~.~.~1~0-
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TABLE V. The coefficients of the polynomials N~II(P,Q) and N~I(P,Q) for 

O<p< ll;p is plotted horizontally, q vertically. (a) The coefficients n~~~.q; (b) 

The coefficients n~~.q. 

9 1 1 1 

· 1 2 13 2 

15 2 4 4 15 16! 

5 41 6 • 2 15 2 1 

6 6 9 13 

· 2 4 8 7 9 91 

· 2 4 6 9 4! 3 

10 1 3 5 7 4 2 2 10 

.1 3 5 51 4 3 2 

1 31 4 5 4 3 1 1 

.1 3 4 5 5 4 

.1 2 3 4 5 5 21 

5 1 2 3 4 5 2! 

1 2 3 2 

1 1 2 11 
1 1 

OL-~~~~~~~~~ __ 
o . . . . 5 . . . . 10 

O~~~~~~~~~~ 
o . . . . 5 . . . . 10 

Finally, for m = 3, we have 
(3) __ (1) 

n 3;p,q -- n 3;22-q,16-p' 

(3.6) 

n~~~,q = n~~2 _ q,18 _ P' 

Becauseof(3.2) we do not giveN~k )(P,Q). On account of 
(3.3) and (3.6) N~)(P,Q) and N~)(P,Q) are not tabulated. 
Finally, because of(3.5), for m = 1,6,7,8, we give n~);p,q and 
n~~ p,q only for O..;;P";; 11. 

The preservation of the symmetry (3.3) entails the ap­
pearance of some half-odd-integer coefficients; they may be 
eliminated by (i) increasing by ~ each half-odd n~ip,q for 
which k = 1 or 2 and q>p, or for which k = 3 or 4 and q > p 
while (ii) decreasing by ! all other half-odd n~ip,q· 

TABLE VI. The coefficients of the polynomials Nk11(P,Q) and N k'I(P,Q) for 

O<p< ll;p is plotted horizontally, q vertically. (a) The coefficients nkl;~,q; (b) 

The coefficients n~~,q. 

91 

. 2 2 1 1 15 2 1 

15 2 5 5 15 18! 

4 5! 7 3 1 2 1 15 2 2 

7 7 9 41 3 15 

2 4 8 8 10 7 1 2 1 10! 

2 4 7 9 5! 3 41 

10 2 6 8 5 3 2 10 

1 5 5j 5 4 1 2 

3 4! 5 5 5 3 1 

21 3 5 5 6 5 21 

1 2 4 5 5 6 21 

5 1 5 5 3! 

1 4 2 

1 2 11 
! 

OL-__________________ __ 
o ... 5 . . . . 10 

OL-________ ~---------
o . . . . 5 . . . . 10 
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TABLE VII. Charactersoftriality Oand triality 1 representations of I (648). Triality 21.R.'s 32,3;,3;,62,6;, 6~, 92 are the conjugates of3), 3;,3;',6),6;,6;', 
9), respectively. Where three classes are listed in a single column, the entry is for the first of the three. The second and third are obtained by multiplying by 1,1 
for triality 0, by w,o} for triality 1, and by w2,w for triality 2. 

Order, 1 1 1 12 12 12 12 12 12 ,4 ,4 54 36 36 36 36 36 36 9 9 9 24 72 72 

Classeso 1 2 3 4 5 6 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

1 1 

1 2 2 
w w w w 

l' w 
2 2 

w 

0 
2 -1 -1 1 

" 2 -w -w 
2 2 

~ 
w 

." Z' 2 2 
~ -w w w 

~ 3 -1 .... 
8 

8' Zw 2w2 

s' zi 2w 

31 
13.~1/18 13e35'1/18 · 17.1/9 · .1/9 

3' 13.lJ• 1/ 18 13.23.ilI8 · 5n1/9 · 13.1/9 
~ 1 
>. 311 13.25.1/18 13.1Id/I8 · Ih1/9 · 7.1(9 
.~ 1 

13.31'1/18 13.5• 1/ 18 5lTi/9 13n1/9 . 61 · e 
~ 

6' 13.7'1/18 13.29d/18 1l.1/9 7d/9 .. · e .... 1 
6' 13.19d/18 13e171Ti/18 e 

17rrl/9 
e 

TTi/9 
1 

91 
-1 

(b) The subgroup .2'(648) 

Fairbairn, Fulton, and Klink I give a character table for 
those representations of.2' (648) with triality 0. We worked 
out the rest of the table with the help of their generator ma­
trices. There are three representations of dimension 3, three 
of dimension 6, and one of dimension 9 with triality 1; each 
has a conjugate representation with triality 2. The characters 
for representations with triality ° and 1 are found in Table 
VII. The generating functions Bj3 , (P) have the form ~k n~)P k 

/(1 - p 9 )(1 - P 12)(1 - P 18). The coefficients n~l are given in 
Table VIII. Because of the relation n~l = nq1_ k' it is neces­
sary to tabulate them only for O<k< 18. The representation 
31 is contained in (1,0) ofSU(3). 

(c) The subgroup .2'(1080) 

The characters of triality ° representations are given in 
Ref. 1; McKayl7 provided us with the rest of the character 
table. It is given in Table IX. There are two representations 
of dimension 3, one each of dimensions 6,9,15 with triality 1; 
each has its conjugate representation with triality 2. The gen­
erating functions Bj3 , (P) are ofthe form "1,kn~lpk/ 
(1 - p 6 )(1 - P 12)(1 - p 30

). The coefficients n~) are given in 

TABLE VIII. Coefficients n~l of P k in the numerator of Bj), (P) for I (648) 

and O"k" 18. The representation i is plotted vertically, the exponent k hori­
zontally. (a) Triality 0; (b) Triality 1; (c) Triality 2. 

8' 

8' 

'2 
t 

1 
{ 

1 1 

) ; 

2 

1 4 3 3 

2 2 

3 3 3 6 

o 3 6 9 12 15 18 

91 2 2 5 3 9
2 

6" 
1 1 1 1 2 4 6" 

2 
6' 

1 3 2 6' 
2 

6
1 

1 3 1 5 6
2 

1 

3" 
1 1 2 3-

2 
11 3' 

2 
3

1 
1 3

2 
1 4 7 10 13 16 2 
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1 1 4 3 6 

1 1 1 5 

3 1 3 

1 2 2 

2 1 

1 1 1 2 

1 2 

5 8 II 14 17 

-3 

Table X; because of n~) = n~~ _ k' they are given only for 
0<k<22. The representation 31 is contained in (1,0) ofSU(3). 

(d) The subgroup G(13,3,3) 

The order of this subgroup is 39. Its characters are given 
in Table XI; they are obtained from the analytic formulas 
given in Ref. 15. There are three representations of dimen­
sion 1, four of dimension 3. The generating functions Bj3 (P) 
areoftheform"1,kn~)pk/(1 - p 3 )(1 _ P 13)(1 _ P 16). The co­
efficients n~), for O<k< 14, are given in Table XII, For 
15<k<29 they are obtained from n~) = n~L k' The repre­
sentation 3 is contained in (1,0) of SU(3). 

4. DISCUSSION 

Since analytic basis states are now available, it is possi­
ble to develop the Racah algebra (generator and finite trans­
formation matrix elements, Clebsch-Gordan or Wigner co­
efficients) ofSU(3) in a finite subgroup basis. 

TABLE IX. Characters of triality 0 and triality 1 representations of 
I(1080).Z) = (I + \l'5)12,Z2 = (1- \1'5)/2. Triality2I.R.'s3 2,3;,62,92, 

152 are the conjugates oD), 3;,6),9), IS), respectively. Where three classes 
are listed in a single column, the entry is for the first of the three. The second 
and third are obtained by multiplying by 1,1 for triality 0, by w,w2 for triality 
1, and by w2,w for triality 2. 

Order, 1 1 1 120 45 45 45 72 72 72 72 72 72 90 90 90 120 

Classes: 1 1 1 3 3 3 4 4 4 5 5 5 6 6 6 

10 10 

15 



                                                                                                                                    

TABLE X. Coefficients n~l of P k in the numerator of Bd , (P ) for .I ( 1080) and 

0<;;k<;;22. The representation iis plotted vertically, the exponent k horizon­
tally. (a) Triality 0; (b) Triality I; (c) Triality 2. 

10 2 1 2 

1 1 2 2 2 , 
B 1 2 2 2 

1 1 1 2 1 

1 1 1 

1 1 1 1 

1 1 

o 3 6 9 12 15 18 21 

"\ 
\ 
6

1 

11 

3
1 

1 

1 

15
2 

9
2 

6
2 

1 

3; 

2 2 

4 7 10 

1 1 3 

2 1 

3 3 

2 

1 1 

13 16 19 

3 3 3 

2 2 1 

1 2 

1 1 

32 L--.,--:--::-:--:-:--:-::-:: 
2 5 8 11 14 17 20 

2 

1 

22 

The methods of this paper have already been applied to 
finite subgroups ofSU(2), i.e., the double point groups. 10 The 
generating function for branching rules from SU(2) to its 
finite subgroup is just that for polynomial subgroup tensors 
based on the 2-dimensional representation contained in the 
spinor representation of SU(2). 

The methods can also be applied to higher Lie groups 
and their finite subgroups. 18 We outline here how the calcu­
lation might proceed. The character generator of a Lie group 
can be written in the form of a fraction. The denominator is a 

product offactors of the form 1 - AjIIk rJ?, one factor for 
each state of each fundamental irreducible representation; 
the variableAj corresponds to thejth fundamental irreduci­
ble representation, rJ k to the k th direction in weight space. 

I 

where (1,0) rJ + 5 + rJ- I + 5 -I is the character of the re­
presentation (1,0). 

For determining the generating functions Bij(A ) based 
on the (perhaps) reducible subgroup representationj con­
tained in one fundamental irreducible representation of the 
Lie group, one needs a generalization ofEq. (2.8). If the re­
presentationj has dimension t, the generalization is 

t 

[ p] = L (- l)k - I [ 1 k J ® [ p - k ]. 
k=1 

of course [1 t] is the identity representation. 

TABLE XI. Characters of representations of G (13,3,3). E = e2m
/3, 

0) = e21Ti/l3. 

Order: 13 13 

Classes: 

1 

1 

l' 
< 

E 

2 
E 

2 

0 

1 

w+w
3+w9 w2tw5twD w4+wlO+w12 

w4+wlO+w12 w7 +w8+wll w+w3+w9 

w2+w5+w& w 4+w1 O+w12 w7+w8twll 

w7 +w8+wll w+w3+w9 w
2

+w5tw6 
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w7 +w8 +wll 

w2+w5+w6 

w+w 3+w9 

w4+wlO+w12 

(4.2) 

TABLE XII. Coefficients n~l of P k in the numerator of B'3 (P) for G (13,3,3) 

and O<;;k<;; 14. The representation i is plotted vertically, the exponent k 
horizontally. 

"3 11212222 

3' 111112122 

2 1 2 J 2 

1 2 1 ) 1 ] 

1 1 1 

0123456 

1 1 

1 1 

7 8 9 10 11 12 13 14 

The numerator is a polynomial in the A -variables; the coeffi­
cient of each product of powers is a sum of products of pow­
ers of the rJ-variables which decomposes into characters 
(some with negative signs) of irreducible representations of 
the Lie group. All the parts of the character generator can be 
interpreted in terms of polynomial subgroup tensors. The 
denominator factors involving Aj generate tensors based on 
those contained in thejth fundamental irreducible represen­
tation of the Lie group. The subgroup tensors arising from 
the I fundamental irreducible representations, and those cor­
responding to the numerator of the character generator, can 
be coupled consecutively using the Clebsch-Gordan series 
for the subgroup. In this way we obtain generating functions 
for branching rules from Lie group to finite subgroup. There 
remains the problem of separating the numerator to obtain 
the result in a "positive" form if it is to be interpreted in 
terms of an integrity basis. 

The character generator for SU(3) in the form described 
above is given by Eq. (2.1). For 0 (5) it is6 
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The representations of the most degenerate series of the group U(p.q) which are induced by the 
representations of the maximal parabolic subgroup are considered in this article. By making use 
of the infinitesimal operators of these representations in the U(P) X U(q) basis the conditions are 
derived which are necessary and sufficient for irreducibility. For the reducible representations we 
describe their structure (composition series). We select from among the irreducible 
representations which are obtained in this article all representations ofU(p.q) which admit 
unitarization. As a result we obtain the principal degenerate series. the supplimentary 
degenerate series. the discrete degenerate series. and the exceptional degenerate series of unitary 
representations ofU(p.q). The U(P) X U(q) spectrum of the representations ofU(p + q) with 
highest weights (11\.0 ..... 0".12) is defined. We obtain the integral representation for the matrix 
elements of the degenerate representations ofU(p.q) in the U(P) X U(q) basis. The matrix elements 
of the irreducible representations ofU(p + q) with highest weights (11.0 ..... 0). (0 ..... 0".1 ) are 
evaluated in the U(P) X U(q) basis. 

PACS numbers: 02.20.Qs 

I. INTRODUCTION 

This paper is continuatjon of the work done in Refs. 1 
and 2. In Ref. 1 the noncompact infinitesimal operators of 
the principal nonunitary series representations (and there­
fore. of the principal unitary series representations) ofU(p.q) 
were found in explicit form. These representations are in­
duced by finite dimensional representations of the minimal 
parabolic subgroup.3.4 Using these infinitesimal operators. 
we have obtained in Ref. 2 the infinitesimal operators of the 
degenerate series representations ofU(p.q) in the U(P) X U(q) 
basis. Here we use these infinitesimal operators for an inves­
tigation of the most degenerate series representations. In 
particular. we obtain the classification of unitary representa­
tions ofU(p.q) of the most degenerate series. Since we work 
with infinitesimal operators in the U(P) X U(q) basis. we ob­
tain the U(P) X U(q) spectrum of representations [i.e .• the de­
composition of these representations into irreducible repre­
sentations ofU(P) X U(q)]. The irreducible finite dimensional 
representations ofU(p.q) with highest weights (11\.0 ..... 0".12) 
are contained in certain representations ofU(p.q) of the most 
degenerate series (see Ref. 2). Therefore we obtain the 
U(P) X U(q) spectrum of the irreducible representations of 
U(p + q) with highest weights (11 1.0 ..... 0".12) [and hence. with 
highest weights (11 ; ".1 .... ".1".1 2)]. 

The representations 11'.1.,.1., of Ref. 2 are representations 
ofU(p.q) which are induced by one-dimensional representa­
tions of the maximal parabolic subgroup U(p,q). Using the 
action formula for the induced representations. we find the 
integral form for the matrix elements of the representations 
11'.1.,.1.,' We do not. however. evaluate these integrals due to 
their awkward nature. The integral form for the matrix ele-

ments of 11'.1.,.1., leads to an integral form for the finite dimen­
sional irreducible representations of U(p + q) with highest 
weights (11.0, ... ,0),(0.0 .... ".1 ). These integrals are evaluated in 
a trivial manner. Let us note here that we consider matrix 
elements of operators which correspond to "boosts". 

The matrix elements of operators which correspond to 
arbitrary elements ofU(p,q), or U(p + q), can be reduced to a 
product of matrix elements for "boosts" and matrix ele­
ments of elements of U(P) and U(q). 

II. STRUCTURE OF THE MOST DEGENERATE SERIES 
REPRESENTATIONS OF U(o,q) 

In the following we use, without further explanation, 
the notation of Ref. 2. We shall investigate the representa­
tions 11'.1.,.1., of Ref. 2. We use the formulas (3) and (4) of Ref. 2. 
It is convenient to introduce in these formulas the new 
parameters 

Mp = m lp + mpp ' Mq = m;q + m~q' 
Jp = m lp - mpp ' Jq = m;q - m~q, 

J.L = (A,a l > = (-Ill +112)12, 

Al =111 +11 2 , 

(I) 

(2) 

(3) 

(4) 

The representation 11'.1.,.1., will then be denoted by 11' A,I" where 
A I and J.L are defined by (3) and (4). The basis elements Imp, 
a,mq ,/3 > will be denoted by 

IMp ,Mq ,Jp ,Jq ,a./3 > = IMp ,Mq .Jp ,Jq >. 
We will omit the labels a and /3, since in the formulas below 
these parameters do not change. The formulas (3) and (4) of 
Ref. 2 then take on the form 
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d1T A,I-' (Ep,p + I ) IMp ,Mq ,Jp ,Jq ) 

= ~ + Jp ~Jq _ q + I)K ~:K ~ Ua,/3)IMp + I,Mq - I,Jp + I,Jq -1) 

+ ~ + Jp 
:J

q 
)K ~!K ~!(a,/3)IMp + I,Mq - I,Jp + I,Jq + 1) 

( 
J +J ) + ft- p 2 q -p -q+ 2 K ~~K ~~(a,/3)IMp + I,Mq -1,Jp -1,Jq -1) 

(5) 

( 
J +J ) + ft + p 2 q K ~~K ~~(a,tS')IMp - I,Mq + I,Jp + I,Jq + 1) 

+ ~ + Jp ~ Jq 
_ q + I)K ~:K ~:(a,/3)IMp - I,Mq + I,Jp + I,Jq - 1). (6) 

It is evident thatJp and Jq are contained in the multiplicative 
factors of the right sides of(5) and (6) in the form ± (Jp + Jq ) 

/2, ± (Jp - Jq )/2. This observation is important for the sub­
sequent investigation of the representation 1T A,I-' • 

We now want to find the values of Mp,Mq,Jp,Jq which 
are admitted by the representations 1T A ,I-' • It was shown in 
Ref. 2 that in the representation 1T A,I-' the parameters 
mlp,mpp ' m;q,m~q take on all possible integer values such 
that m lp >0, mpp <,0, m;q >0, m~q <,0, and 

mlp+mpp+m;q+m~q=AI' (7) 

Therefore, Mp and Mq take on all possible integer values 
such that 

Mp +Mq =A I . (8) 

It follows from (1), (2), (7), and (8) that Jp + Jq is even if A I is 
even and odd if A I is odd. The values of Jp and Jq , for fixed 
values Mp and Mq, are shown in Fig. 1 (small circles). Figure 
1 shows the set of points (Jp,Jq) subject to the condition 

N' 

IM,/ 

B 
0 

J 1 

1M'Ll /11, I 

FIG. I. The set of points (Jp,Jq) subject to the condition 0< IMp I < IA ,I. 

1400 J. Math. Phys., Vol. 23, No.8, August 1982 

0<, IMp 1<, IA II· A change of Mp and Mq leads to a parallel 
shift of the lattice points (Jp ,Jq ) such that the apex of the 
lattice remains on NABN'. If IMp I> IA II then the apex is on 
AN. If Mp <,0 then the apex is on BN'. In each case the dis­
tance from the axis OJq is IMp I· 

It is clear that the set of points (Jp,Jq), for allMp andMq 

satisfying condition (8), covers the shaded domain of Fig. 2. 
Moreover, Jp ,Jq are integers such that Jp + jq has the same 
parity as A I' i.e., Jp + Jq and A I are in the same congruence 
class mod 2, since ( - 1)21-' = ( - 1).d,. 

Let us note that the set of points (Mp ,Mq ,Jp ,Jq) for the 
representations 1T A,I-' depends on A I' but does not depend on 

ft· 
We return to formulas (5) and (6). With the help of these 

formulas the following lemma can be proven 

Lemma 1: The representation 1T A,I-' is completely (and 
infinitesimally) irreducible if for any collection of numbers 
(Mp ,Mq ,Jp ,Jq), which is admitted by the representation 
1T A,I-" none of the numbers 

, IIJ 

"-

"-

"-
"-

0 I II,' J i 

FIG. 2. The set of points (Jp,Jq) with Mp and Mq satisfying Eq. (8). 
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Jp -Jq Jp + Jq 

/L + 2 - q + I, /L + 2 ' 

Jp + Jq Jp -Jq 
/L - - P - q + 2, /L - - P + I 

2 2 

[these are multiplicative factors in the coefficients of Eqs. (5) 
and (6)] is equal to 0. 

This lemma is proven in the same way as is statement 
7.1 in Ref. 5 and we omit the proof. 

Theorem 1: The representation 1T A ,/1- is irreducible if and 
only if 2/L is not an integer which has the same parity as A I' 

The irreducibility of these representations follows from 
Lemma 1. Indeed, Jp + Jq (and therfore Jp - Jq ) has the 
same parity as A I' Hence, if 2/L is not an integer which has 
the same parity asA p then none of the numbers of Lemma 1 
is equal to 0. Vice versa, every representation 1T A,/1- is reduc­
ible for which 2/L is an integer which has the same parity as 

AI' 
The reducibiity of these representations will be shown 

by considering separately each type (see cases 1-4 below). 
Let 1T A ,/1- be a representation for which 2/L is an integer 

with the same parity as A I' We need the following lemma. 
Lemma 2: Let 1T denote a subquotient representation of 

1T A ,/1- (i.e., a representation which is realized on a subspace of 
a quotient space) and let H denote the space of the represen­
tation 1T. The space H admits certain of the basis vectors 
IMp ,Mq ,Jp ,Jq ). The representation 1T is irreducible if for ev­
ery element IMp ,Mq ,Jp ,Jq) which is admitted by H (i.e., 
which is an element of H) 
(a) the number 

J -J 
/L+ p q -q+l 

2 

can become equal to zero only if the elements IMp ± 1, 
Mq + 1, Jp + I,Jq - 1) are not elements of H, 
(b) the number 

Jp +Jq 

/L + 2 

can become equal to zero only if the elements IMp ± 1, 
Mq + 1, Jp + I,Jq + 1) are not elements of H, 
(c) the number 

Jp +Jq 
/L- -p-q+2 

2 

can become equal to zero if the elements IMp ± 1, Mq + 1, 
Jp - I,Jq - 1) are not elements of H, and 
(d) the number 

J -J 
/L-P q-p+1 

2 

can become equal to zero only if the elements IMp ± I, 
Mq + I, Jp - I,Jq + 1) are not elements of H, 

The proof of this lemma is analogous to the proof of 
statement 7.2 of Ref. 5. We refer to Ref. 5 and omit here the 
proof. 

In order to investigate the representations 1T A,/1- for 
which 2/L is an integer which has the same parity asA I' we set 
the numbers of Lemma 2 equal to zero [i.e., the multipliers of 
the coefficients of the right-hand side of (5) and (6)], 
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Z(?+'l.-I) 

-2r 
I A,l 

o 

FIG. 3. Case I: Graphical representation ofEqs. (9), (\0), and (12). 

Jp -Jq 
/L + 2 - q + 1 = 0, 

Jp +Jq 
/L + 2 = 0, 

Jp +Jq 
/L - - P - q + 2 = 0, 

2 

Jp -Jq 
/L - -p + 1 = 0. 

2 

(9) 

(to) 

(11) 

(12) 

We shall consider only those representations 1T A,/1- for 
whichW;;;(p + q - 1)12, because the representations 1TA ,/1-

and 1T A" _ /1- + p + q _ I contain the same irreduciqle constitu­
ents (see Sec.4, Chap. 5 in Ref. 5). Sincew;;;(p + q - 1 )/2 and 
Jp >0, Jq >0, it follows that the relation (11) is not possible. 
Let us consider the relations (9), (to), and (12). We shall dis­
tinguish four cases. 

Case 1: The representations 1T A,/1- for which 2/L is an 
integer with the same parity as A 1> and for which 
- 2/L>IAII. We represent the relations (9), (to), and (12) 

graphically and obtain Fig. 3. The set of points (Jp ,Jq ), ad­
mitted by the representation 1T A,/1-' is divided into four parts 
denoted by D F, DO, D +, D -. The linear subspaces which 
correspond to the points (Jp ,Jq ) of the domains D F,D FuD 0, 

D FuD DuD + , D FuD DuD - are invariant under the represen­
tation 1T A,/1-' (Note that the points lying on the boundaries 
belong to the domain which contains the arrow pointing to 
the boundary.) The invariance is verified by using formulas 

1/\, I 

o 

, , , , 

DO 

"-. 
7Y , , , -

2.(-y+p-l) fA,1 

FIG. 4. Case 2: The set of points (Jp,J.) and the three domainsDo,D + ,D -. 
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(5) and (6). The infinitesimal operators d17' A,/l (Ers) of the other 
E rs do not violate the invariance because drr A,/l (Ers) differs 
from drr A,/l (Ep,p + I) and d17' A,/l (Ep + I.p) only by the Clebsch­
Gordan coefficients K ~ :~: (see Ref. 2). 

It follows from Lemma 2 that the restriction of the re­
presentation 17' A,/l onto D F, (D FuD 0)1 D F, (D FuD °uD +) 
I(D FuD 0), (D FuD °uD - )/(D FuD 0) give irreducible repre­
sentations of U(p,q). We denote them by D ~ ,D 0,1 ,D ,1+ , 

ll-l IJ.L 111-

D A./l' The points (Jp ,Jq ) in Fig. 3 which are located in the 
domains D F, DO, D +, D -, correspond to these representa­
tions, respectively. The representations 17',1 of this case ,/l 
have the following structure: 

• 

o 
o 

o 
• 

o 
Here. denotes a nonzero matrix. 

The representation D ~'/l is finite dimensional. The 
highest weight of it is (A I ,0, ... ,0,A.2)' whereAI' A2 are defined 
in terms of A I,ll by means of(3) and (4) (see Ref. 2). The 
condition Jp + Jq ';;;; - 21L defines completely the set of 
points (Mp ,Mq ,Jp ,Jq) which corresponds to D ~'/l and, in 
tum, this set defines completely by (1) and (2), the set of 
highest weights 

(mlp,O, ... ,O,mpp)UIP) (miq,O, ... ,O,m;q)U(q) 

of the repre~entations of U(P) X U(q) which are contained in 
the representation D ~'/l of U(p,q) [and therefore, of 
U(p + q)], when restricted to U(P) X U(q). This set of highest 
weights can be easily found for every particular case. 

Case 2: The representations 17' A,/l for which 21L is an 
integer with the same parity as A I' and for which 
- 21L < IA II, IL #- (p + q - 1 )12. Representing the relations 

(9), (10), and (12) graphically we divide the set of points 
(Jp,Jq) into three parts, DO, D +, D - (see Fig. 4). The linear 
subspaces which correspond toDO,DouD + ,DouD - are in­
variant under 17' A,/l' The representation 17' A,/l realizes on D 0, 
(D °uD +)lD 0. (D °uD -)lD 0, irreducible representations of 
U(p,q). This is a consequence of Lemma 2. We denote these 

representations by D ~'/l' D 1;/l' D A./l' respectively. The re­
presentations 17' A,/l for this case have the structure 

D 

o <P-'l)/2. IA,I 

FIG. 5. Case 3: The domain DO as a line. 
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/ 
/ 

/ 

/ 
/ 

/ / 

D 

o I--~----~----~----~ 
(p-z-')/:L 17'-1."')/2 /11,/ ]'L 

FIG. 6. Case 4: A graphical representation of Eqs. (9) and (12) . 

• 

o 
Case 3: The representations 17' A,/l for which 21L is an 

integer with the same parity as A l' and for which 
IL = (p + q)l2 - 1. 

This case is really included in Case 2. We separate it in 
order to emphasize that in this case the domain D 0 turns into 
a line (see Fig. 5). 

Case 4: The representations 17' A,/l for which 21L is an 
integer with the same parity as A l' and for which 
/-l = (p + q - 1)/2. 

The relations (9) and (12) are represented graphically in 
Fig. 6. They divide the set of points (Jp,Jq) into two parts. 
Between the lines, according to relations (9) and (12), there 
are no points (Jp ,Jq ) admitted by 17' A,/l' The linear subspaces 
which correspond to the domains D + and D - are invariant 
under 17'A,/l [as a consequence of(5) and (6)] and the represen­
tation 17' A,/l is decomposed into two irreducible representa­
tions ofU(p,q). We denote them by D A~/l' D A./l' respectively. 

III. REPRESENTATIONS OF Ucp,q) OF THE MOST 
DEGENERATE UNITARY SERIES 

We have constructed the irreducible representations 
17' A,/l' where 21L is not an integer ofthe same parity asA l' and 
the irreducible representations D A~/l' D ~'/l ' D A./l' D ~'/l . 
We now want to select those from among them which can be 
unitarized [i.e., those which are infinitesimally equivalent to 
unitary representations ofU(p,q)]. 

Theorem 2: The following representations are 
unitarizable: 

(1) the representations 1T A,/l' /-l = ip + (p + q - 1 )12, 
where pER, p#-O (the principal most degnerate unitary 
series); 

(2) the representations 17' A,/l for which A 1 has the same 
parity as p + q, and for which IL is in the interval 
(p + q)l2 - 1 </-l < (p + q)/2 (supplimentary most degener­
ate series); 

(3) the representations D 1;/l ,D A./l; 
(4) the representations D ~"IP + q)/2 _ 1 • 

Proof Unitarizablilty of the class (1) representations 
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follows from formulas (5) and (6). Indeed, unitarity ofthe 
representations of U(p,q) is equivalent to the condition that 
the noncompact infinitesimal operators satisfy, on the set of 
finite linear combinations of Imp,a,mq/3), the relations 

drrA ,I'(Ers )* = - drrA ,I'(Esr )' (13) 

The formulas (5) and (6) show that this relation is satisfied for 
E I E I' That Eq. (13) is satisfied for the other infini-P.p+ , P+.P 

tesimal operators E rs follows from the fact that the E rs are 
obtained by means of commutations of Ep,p + I' Ep + I.p with 
the compact infinitesimal operators. The commutations 

conserve the unitarity condition (13). 

The representations of the classes (2), (3), (4) are not 
unitary in the basis Imp,a,mq/3). Let us introduce a new 
basis: 

Imp,a,mq/3) = a(mIP,mpp,miq,m;q)1/2Imp,a,mq/3 )', 

where the coefficients a(mlp,mpp,m;q,m~q) are defined by 
formulas (5)-(8) of Ref. 2. Here m l is replaced by 
A, I = (A 1/2) - f.-l, and m2 by ,.1,2 = (A 1/2) + f.-l. In the basis 
Imp,a,mq/3 )', the formulas (5) and (6) transform to the 
formulas 

+ [0 + Jp 
:J

q
)( -f.-l + Jp 

:J
q 

+p +q -I)r
2K 

:'::!K :'::!(a/3)IMp + I,Mq -l,Jp + I,Jq + 1)' 

+ [0 - _Jp,---:_J..:...
q 

- p - q + 2)( - f.-l- J
p 

: J
q + 1) r12K :'::1K :'::1(a/3)IMp + I,Mq - I,Jp - I,Jq - 1,)' 

+ [0 __ J:......
p _~_J..:...q -p + 1)( -f.-l- J

p ~Jq +q)r2K :'::~K :'::~(a/3)IMp + 1,Mq -I,Jp - 1,Jq + 1)', (14) 

drrA ,I'(Ep+ l,p)IMp,Mq,Jp,Jq)' 

= _[( -f.-l+ Jp~Jq +p-I)0+ Jp~Jq -q)r
2K

:;::K:;::(a/3)IMp -1,Mq + I,Jp-I,Jq + 1)' 

- [( _ f.-l + Jp 
: J

q + p + q _ 2)0 + Jp 
: J

q 
- 1) r 2K 

:;:!K :;: !(a,p )IMp - 1,Mq + I,Jp - I,Jq - 1)' 

- [( - f.-l - J
p 

: J
q )0 - J

p 
: J

q 
- p - q + 1) r 2K 

:;:1 K :;:1(a,f3)IMp - 1,Mq + 1,Jp + 1,Jq + 1)' 

_ [( -f.-l- J
p ~Jq +q-1)0 _ J

p ~Jq -p )r
2K :;:~K :;:~(a,p)IMp -l,Mq + 1,Jp + 1,Jq -1)'. (15) 

The proof of unitarity of the representations of the 
classes (2), (3), and (4) is the same as for the case of the class (1) 
representations, but now we use the formulas (14) and (15) 
instead of the formulas (5) and (6). This proves the theorem. 

It can be shown that the representations of Theorem 2 
exhaust all unitarizable representations ofU(p,q) among the 
irreducible representations rr A,I' ' D A~I" D ~'I" D A~I" The re­
presentations of class (1) and of class (3) for Wr'=(P + q - 1)12 
have been constructed in another manner in Ref. 6. It was 
shown in Ref. 6 that the representations D A~I" and D A~I' for 
f.-l =1= (p + q - 1)12 belong to the discrete series, i.e., their ma­
trix elements belong to L 2(U(P,q)). Physicists call the repre­
sentations of class (4) "ladder representations." Class (4) are 
also called representations of the exceptional series. 

The representations of Theorem 2 for the case of the 
conformal group SU(2,2) were considered in Ref. 7. The 
structure of the representations rr A,I' for SU(2,2) were inves­
tigated in Ref. 8 (see also Ref. 9). 

IV. THE REPRESENTATION rrA ,1' IN GLOBAL FORM 

We have obtained the representations rr ,1,1' in an infini­
tesimal form. Now we want to obtain them in global form. 
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We consider in U(p,q) the minimal parabolic subgroup Po. 
This subgroup has a decomposition3

•
5 

Po = AoNoMo =ANMo(K), 

where A and N are defined by the Langlands decomposition 
of the minimal parabolic subgroup P = ANM (see Ref. 1). 
The subgroup A 0 consists of the matrices 

0 0 

1 P (16) 
I 

0 cosh TJ I sinh TJ 
a" -- --

sinh TJ I cosh TJ 0 

}-U 0 

Its Lie algebra ao consists of the matrices 

~ 
I 0] o la 

;l 0- , aER. 

o I 0 
I 
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The subgroup Mo consists of the matrices 

0 0 

• • 

J 
p-I 

0 0 

0 0 ei~ 0 0 0 , (17) - - - - -

0 0 0 I ei~ 0 0 
0 0 

J 
q - 1, 

• • 
0 0 

where the (p + q - 2) X (p + q - 2) matrices, constructed 
from the four matrices denoted by., constitute the subgroup 
U(p - I,q -1). Thus,Mo-U(p -I,q -I)XU(I). The sub-

Ep _ 2 0 0 0 0 0 

0 1 -2 Z 0 0 

0 Z 0 Z 0 
N = w, - (iJ2 0 Z 0 Z 0 

0 0 Z -z 0 

0 0 0 0 0 Eq _ 2 

, 

group Mo(K) coincides with the intersection of Mo with 
K = U(P)X U(q). It is clear that Mo(K)-U(P - 1) 
XU(q - I)XU(I). 

The subgroup No can be obtained in the following man­
ner. First one constructs the Lie algebra no of No. This alge­
bra can be constructed with the help of the Lie algebra n of N. 
The Lie algebra n is generated by the root vectors 

which were described in Ref. 1 The subalgebra no is generat­
ed by the root vectors which belong to those restricted roots 
which are not identically equal to 0 on ao. It is easy to see 
that e", _ '" ,e," + '" ,j i= 1, e", ,e2," are the root vectors gener-

, J I J " 

ating nfi. In order to construct No we have to construct exp 
no. However, the structure of NI! is complicated and thus we 
will not construct all elements of NI!' For our further consid­
erations it will be sufficient to deal with a subgroup of No. 
This subgroup is generated by two root vectors e"" _ ",,' two 
root vectors e,", + (",' and the root vector e2,", • We exponen­
tiate these root vectors. The two matrices e,", _ '", (as basis 
elements of a Lie algebra) generate the subgroup 

ZEC, 

where En is a unit n X n matrix. The two matrices e"" + "" generate the subgroup 

Ep _ 2 0 0 0 0 0 

0 -2, 2, 0 0 

0 Z, 1 0 -Z, 0 
N = , Z,EC 

lu, + (U2 0 Z, 0 -Z, 0 

0 0 -2, 2, 1 0 

0 0 0 0 0 Eq _ 2 

and the matrix e2,u, generates the subgroup 

[E,_, 0 0 

N, •. ~ ~ 
1 - it -it 

o ] o ' tER. 
it I - it 

0 0 Eq _, 

Let us construct the subgroup N ~ of No generated by N,", _ "', ,N"" + ,",' N2,",. To obtain this subgroup it is sufficient to multiply 
the matrices 

Ep _ 2 0 0 0 0 0 

0 1 -(2,+2) 2,+2 0 0 

0 Z,+Z 1 + it - 2Z,Z -it+2Z,Z -Z,+Z 0 
( 18) N ~ = N(1l1-lU2 Nw I + (J)z N 2w, 0 Z,+Z it - 22,Z 1 - it + 22,Z -Z,+Z 0 

0 0 -2,+2 2,-2 1 0 

0 0 0 0 0 Eq _ 2 
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Now we construct the representations 1T!.A ofU(p,q) which 
are induced by the (irreducible) representations 

hnm~xp[4 (lnh )]oim), hEA e, nENe, mEMe, (19) 

of the subgroup Pe = AeNeMe. The 4 are linear forms on 
the Lie algebra ae and the (J' are the one-dimensional repre­
sentations of Me, which are identically equal to 1 on 
U(p - l,q - 1). The representation 1T!.A acts on the space 
L ~(K), K = U(P) X U(q) consisting offunctionsf of L 2(K) 
such that 

f(mk) = oim)f(k), mEMe(K). (20) 

The operators 1T!.A (g) act on the functions feL ~ (K) by the 
formula 

1T!.A (g) f(k ) = exp [4 (lnh )] f(kg), 

where k and h are defined by the decomposition g 

(21) 

kg = hn(expX)kg, hEA e, nENe,xEmeryJ, kgEK 

(see Ref. 3 and Theorem 1.3 in Ref. 5). For more details on 
the construction of the representations induced by the repre­
sentations of parabolic subgroups see Chap. 5 of Ref. 5. 

Since ae is a one-dimensional subalgebra the linear 
form 4 is defined by a single number fl = 4 (e), where e is a 
basis element of ae. We choose e = (Ep,p + I + Ep + I.p )/2. 
The representation (J' ofEq. (19) is defined by a single integer 
A I' characterizing the representation ei</>~iA,</> of the sub­
group U(I) of Me. Thus 1T!.A is defined by two numbersfl and 
A I' For this reason we denote this representation by 1T A,I-' in 
what follows. The representation 1T A,I-' is in fact infinitesi­
mally equivalent to the representation 1T A,I-' ofU(p,q), which 
was considered in the previous sections. To verify this it is 
sufficient to construct for the representation (21) the non­
compact infinitesimal operators by using Lemma 5.2 of Ref. 
5. This construction is simple and we omit it. The noncom­
pact infinitesimal operators for both representations are 
identical in appropriately chosen bases. 

The representation (J' is trivial (i.e., = 1) on 
U(p - l,q - 1) [and, therefore, on U(p - l)xU{q - 1)]. 
Hence, because of (20), the functions of the space L ~ (K) can 
be considered as functions on the coset space 

Y' = (U(P - l)xU(q - 1))\(U(P)X U(q)) 

- U(p - 1)\ U(P) X U(q - 1)\ U(q). 

We now introduce parameters on Y'. In order to do this we 
use the decomposition (see Ref. 10) 

g = han(tPn)f3n{On)h', h,h 'EU{n - 1), (22) 

of the elements g of U(n). Here an (tP n) differs from the unit 
n X n matrix by the last diagonal element, which is equal to 
ei</>;!3n (On) has the form 

[

En_2 

!3n (On) = 00 cos On 

sin On 

o 

In (22) one can take, instead of hand h " the elements hfi and 
fi -Ih ',fiEU(n - 2). Therefore, the unique decomposition can 
be chosen in the form 

g = han {tPn)f3n {On Jan - I (tPn _ l)f3n _ I (On _ 1 ) ••• a2(tP2)f32(02)aMIl· 
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Hence, the coset space Y' is parametrized by 

tPp,Op'tPp _ I ,Op _ 1,···,tP2,02,tPI; f q,if;q, ... i2,if;2il' (24) 

Apart from U(p - 1) X U(q - 1), the group Me (K ) con­
tains the subgroup U( 1). Therefore, the functions of L ~ (K ) 
are, in fact, functions on the coset space 

Y = (U(P - I)XU(q - l)xU(I))\(U(P)XU(q)). 

Since U( 1) is realized in the form of the matrices given by Eq. 
(17), it becomes necessary to set fq = - tPp in Eq. (24) in 
order to obtain a parametrization of the space Y. 

The invariant measure on K leads to the following mea­
sure on Y (see, for example, Ref. 10): 

Thus, instead of the functionsfof L ~(K) we can consid­
er the corresponding functions of the parameters (24), in 
which fq = - tPP ' or the functions depending on the ele­
ments of K of the form 

k' = IT ak(tPk)!3dOk)·aMdaq( - tPp)!3q(if;q) 
K~2 

2 _ _ 

X II ak,(tPk' )!3k,(if;k' )aMd· (26) 
k' =q- I 

V. THE INTEGRAL FORM FOR THE MATRIX ELEMENTS 
OF 1TA ,1-' 

We shall consider the matrix elements of the represen­
tation operators which correspond to the elements (16) of 
U(p,q), We want to find an explicit form for the operators 
1T A,I-' (a'1)' In order to do this we use formula (21) and we find 
the parameters corresponding to the element kg for g = a'1' 
If the element k' has the form (26) then 

k'a'1 = ap(tPp)f3p(Op)aq( - tPp)f3q(if;q)a'1k ", (27) 

where 

The element ap(tPp)f3p(Op)aq( - tPp)f3q(if;q)a'1 is represented in 
the form 

na'1,ap (tP;)f3p(O;)aq(-tP;)!3q(if;q')' nEN~. (28) 

Comparing these two elements we find r,. ,tP ; ,0 ;, if;~ as func­
tions of 17, tPP' 0P' if;q. These functions are (for convenience 
we omit the indices p and q) 

sin 0' = sin 0 [(cosh 17 cos 0 - sinh 17 cos if;e - 2i4»2 

(29) 

sin if;' 

= sin if;[(cosh 17 cos if; - sinh 17 cos Oe2i</»2 + sin2if;]-1/2, 

(30) 

cos 0' 

cosh 17 cos. 0 - sinh 17 cos if; e - 2i</>, I 2' (31) 
[(cosh 17 cos 0 - smh 17 cos if; e - 2,</»2 + sm20] I 
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cosh 17 cos t/J - sinh 17 cos e e2i,p 
COSt/J'=--------~--~------~--------~ 

[(cosh 17 cos t/J - sinh 17 cos e e2i
¢)2 + sin2t/J] 1/2 ' 

(32) 

= ((COSh 17 cos () - sinh 17 cos t/J e -2i"'f + Sin2())I12e2i¢, 

(cosh 17 cos t/J - sinh 17 cos () e2
,¢)2 + sin2 t/J 

(33) 
e - 271' = [(cosh 17 cos () - sinh 7] cos t/J e - 2i¢)2 + sin2() ) 1/2 

X [(cosh 17 cos t/J - sinh 7] cos e e2i,p? + sin2t/J] 1/2. 

(34) 

According to (27)-(34) rT.>i,p (a'7) acts upon the functions/by 
the formula 

1r /o,i< (aT/ )/(¢>p ,ep ,¢>p _ "ep -- I ""'¢>I,t/Jq i q _ I ,t/Jq - I, .. ·il) 

= e2
T/'1" /(¢> ;,e ;,¢>p _ I ,ep _ I '''''¢>I>t/J~iq _ I ,t/Jq _ l, .. ·il)' 

(35) 
To evaluate the matrix elements we have to choose an 

orthonormal basis in L ~(K). We do this by choosing the 

m' I 

o 
o 

o 
o mi n' I 

o 

matrix elements ofthe representations of Vip) X V(q) as a 
basis. The irreducible representations of K are contained in 
1r /0,1" not more than once (see Ref. 2). Moreover, 1r A,p con­
tains, with unit multiplicity, all irreducible representations 
of Vip) XV(q) with the highest weights 

(m l,O, ... ,Om2)UIP)(n l,O, ... ,0,nz)uIQI' ml>O, m 2<O, 
(36) 

for which m 1 + m 2 + n I + n2 = A I' For convenience the re­
presentation with the highest weight (36) will be denoted by 
em] X en]. 

The matrix elements 

(dim[m] X [n])1/2D ~,~x ["J(k )-im,n,a) (37) 

can be taken for a basis for the space L ~(K), where a o den­
otes the double Gel'fand-Zetlin pattern (1) of Ref. 2, and 
corresponds to the invariance with respect to the subgroup 
Vip - l)XV(q - 1). The symbol a in (37) represents the 
double Gel'fand-Zetlin pattern 

o 
a o n; (38) 

The matrix elements of 1r /o,i< (a 71 ) are now evaluated between the basis functions (37). It is shown in a standard manner (see, 
for example, Ref. 11) that due to (35) these matrix elements depend only on A 1'fJ, and the first two rows of the patterns (38); 
moreover, the second row of both schemes a, ii have to be the same, i.e., 

(39) 

where (m' ,n') is the second row for the schemes a and ii. 
According to Ref. 10 (see also Ref. 12), the matrix elementD ~'])(ap (¢> )f3p(O)) of the representation em] of Vip) [heref3oand 

f3 represent that part of the schemes ao and a of Eq. (37), which corresponds to the subgroup Vip)] is given by 

D 1'])(ap(¢> ).8p(O ))=D;;:m' (¢>,O) = ei,p( - m, - m'}d ~m,(e), m = (ml,O, ... ,O,m2)' m' = (m' 1,0, ... ,0,m'z), (40) 

where 

d;;'m,(e) = (cos er; + mi- m, - m, I N(m l,m2,mi ,m;,k )(sin e )2k- m; - mi. (41) 
k = m~ 

The function d ~m' (e) can also be chosen in the form 

(42) 

The formula (41) is defined by (46) of Ref. 10, and (42) is defined by (47) of Ref. 10. The expressions for Nand N' can be taken 
from (46) and (47) of Ref. 10. Let us note that in (40)-(42) the third row has to be taken to be equal to (0, ... ,0) since the matrix 
elements (39) depend on two rows of the scheme (38) only. 

The matrix element (39) is defined by the formula 

d/o'P __ ,,( ) = ip - l)(q - 1) [(dim[m] X [n))(dim[m] X [Ii])] 1/2 i1T12 iTT"12 iTT" da dt/J d</> 
(m"lIm_IIm n) 7] d' [ ') X [ '] 1r 1m m n 0 0 0 

(43) 

where 7]',¢> ',a', t/J' are defined by (29)-(34). Substituting the explicit expressions for 7]',¢> ',e ',t/J' and using the formula (41), we 
obtain the integral form of the matrix elements (43) of the representation 1r /o,Il' 

dA,p ( ) _ ip - 1)(q - 1) [(dim(m) X (n])(dim[m] X [n])] 1/2 

(mnllmn}(m',n') 17 - 1r dim[m'] X [n'l 
m m' rt ii' 

X I, ,2:, !, ,2:_, N(m),m2,mi,mi,k)N (m
"

m2,m;,mi, k') 
K=m , k =m l 5=n l 5 ="1 
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x (cos (J t, + m, - m, - m, + l(sin t/J)2IS + s' - n, - n, + q) - 3(COS t/J)n, + ", - ", - n, + 1 

X [(cosh 'TJ cos (J - sinh 'TJ cos t/J e - 2i';f + sin2(J ]1,1, - 21')/4 - k' [(cosh 'TJ cos t/J - sinh 'TJ cos(J e2i';)2 

+ sin2t/J] lA, - 21-')/4 - S'(cosh 'TJ cos (J - sinh 'TJ cos t/J e - 2i'; r' + m, - m, - m, 

X (cosh 'TJ cos t/J - sinh'TJ cos (Je2i';)"' + n, - Ii, - li'e2i'; 1m, + m, - m, - m,). 

Using the formula (42) for the matrix elements (40), we obtain a different expression for the matrix elements (43). 

(44) 

To obtain the matrix elements (44) in an explicit form, we have to evaluate the integrals. We do this for special values A 1 

and p, in the following section. 

VI. MATRIX ELEMENTS OF IRREDUCIBLE REPRESENTATIONS OF U( P + q) WITH HIGHEST WEIGHTS (A1'0' •••• 0). 
(0, ... ,0, A2) 

We use the formula (44) in order to evaluate elements for the irreducible representations ofU( p + q) with highest weights 
(0, ... ,0, A ), A 0;;;0, in the U( p) X U(q) basis. It is known that the representations ofU( p + q) with the highest weights ( - A,O, ... ,O) 
are contragradient to the representations with the highest weights (0, ... ,0, A ). Therefore, if the matrix elements for the 
irreducible representations ofU(p + q) with the highest weights (0, ... ,0, A) are known then those of the representations with 
the highest weights ( - A,O, ... ,O) are known too. 

In order to find the matrix elements for the irreducible unitary representations ofU(p + q) with highest weights (0, ... ,0,;1 ), 
we shall first evaluate the matrix elements for the finite dimensional irreducible representations of U(p,q) which have these 
highest weights. These representations are contained as subrepresentations in the representations 1'r ,1,1' for which 
Al = 2p, = A. In Sec. 2 we have explained how to find the U(P) X U(q) spectrum for the finite dimensional subrepresentations of 
1'r ,1,1" In particular, it is easy to find that the finite dimensional representations of U(p,q) with the highest weight (0, ... ,0,;1 ), 
A<O, have a U(P)XU(q) spectrum 

(0, ... ,0,;1 )u(p) (O, ... ,O)ulq) ;(0, ... ,0,;1 + I lu(P) (0, ... ,0 - l)u(q); (0, ... ,0,;1 + 2)uIP) (0, ... ,0, - 2)u(q) ; ... ; (O, ... ,O')UIP) (0, ... ,0,;1 )U{q)' 

We consider the formula (44) for the matrix elements of the finite dimensional subrepresentations of 1'r ,1,1' for which 

AI = 2p, =A, 

dA,1' ( )_ (P-l)(q-l) [(dim[mlx[nlHdim[mlX[nlll I/2 

(mnllmli)(m'n') 'TJ - d' [ '] ['1 
1'r 1m m X n 

X N (0,m 2,0,m; ,O)N (0,m 2,0,m; ,O)N (0,n 2,0,n; ,O)N (O,nz,o,n; ,0) 111"/2111"/2 IT d(Jdt/Jdt/> (sin (J )2_IP - m,) - 3 

X (cos (J t' - m, + l(sin t/J)2{'1 - ",I - 3(COS t/J)"' -", + l(cosh 'TJ cos (J - sinh 'TJ cos t/J e - 2i.,;t' - m, 

X (cosh 1/ cos t/J - sinh 1/ cos (J e2i</>)"' - il'e2ilm, - m,)</>. (45) 

The powers of the trigonometrical functions in (45) are non-negative integers. Therefore the integral can be evaluated in a 
trivial manner. Since 

(cosh 1/ cos (J - sinh 1/ cos t/J e - 2i.;r' - m, = m'i m,(m; - m2)( _ l)'sinhr1/ cosrt/J e - 2ir";coshm, - m, - r1/COSm , - m, -- r(J, 
r~O r 

(cosh 1/ cos t/J - sinh 1/ cos (J e2i</>)"' - ", = n'iil,(n; - ~2)( _ l(sinhr'1/ cosr'(Je2ir'''; coshn
, - '" - r'1/ cosn> - ", - r't/J, 

r' ~O r 
the integral in the right-hand side of (45) is equal to 

m, - m, n, - Ii,(m' - m )(n' - n ) iffl2 iff/2 iTT 2: L 2 2 2 ,z (-l)'+r'(sinh1/)'+r'(cosh1/r,+n;-m,-il,-r-r' d(Jdt/Jdt/>(sinB)2IP -m,)-3 
r~O r'~O r roo 0 

X (cos (J )2m, - m, - m, - r + r' + l(sin t/J)21'1 - n,1 - 3(COS t/J)2n; - n, - Ii, + r - r' + le2i1m, - m, + r' - rl";. 

The relations (45) and (46) define completely the matrix 
elements for the finite dimensional irreducible representa­
tions ofU(p,q) with highest weights (0, ... ,0,;1 ). To obtain the 
matrix elements of the corresponding representations of 
U(p,q) we have to make an analytic continuation in 1/:'TJ-+iB. 
But this continuation does not transform the matrix a

71 
[see 

(16)] into a matrix of a rotation in the plane (p,p + 1). These 
rotation matrices can be obtained in the following manner: 

s_I(COSh 1/ sinh 1/) S 
sinh 1/ cosh 1/ 

= ( cosh 1/ sinh 1/ )71-:: ( cos B 
- i sinh v cosh v sinh B 

where 

A_ (1 0) 
s - ° i . 

(46) 

- sin B) 
cos B ' 
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We can consider the action by s as an isomorphism pfU(p,q) 
onto a group U'(p,q). Hence, we can consider the following 
representations ofU'(p,q): 

U'Ip,q)3g'==.f- lgs_Tg , gEUIp,q), 

where Tg are the operators of finite dimensional representa­
tions ofU(p,q). Thus, the formulas (45) and (46) define the 
matrix elements of the operators of the representation of 
U'(p,q) corresponding to the element 

(
cosh TJ i sinh TJ) 

- i sinh TJ cosh TJ . 

Then an analytic continuation TJ-iO in (45) and (46) leads to 
the matrix elements of the representations ofU(p + q) with 
highest weights (0, ... ,0,;1. ). Since cosh TJ-cos 0, sinh TJ-
i sin 0 for TJ-iO, we obtain for these matrix elements 

d(mnllmn)(m'n'l (0) 

(p - l)(q - 1) [(dim[m] X [n])(dim[m] X [H])] 1/2 

1T dim[m'] X [n'l 
X N (0,m2,0,m; ,O)N (0,m2,0,m; ,0) 

XN (O,nz,O,n; ,O)N (O,Hz,O,n; ,0) 

X m'i m, n',i n, (m; - m2) (n; - ~z) 
r~o r ~o' , 

X(-lr+r'B(p-m; -I,m; - mz+m~+'-" + 1) 
XB (q - n; - l,n; - n2 + Hz 2- , + " + 1) 

X i'+ '(sin 0 r+ '(cos 0 r' + n, - m, - n, - r- r' 

(47) 

where B (.,.) is a beta function and D is a Kronecker symbol. In 
this formula terms appear which are imaginary. In order to 
avoid their appearance, we have to introduce a new basis 
Im,n)' = ;m'lm,n), where Im,n) is the basis in which we 
have evaluated the matrix elements (47). The new basis leads 
to a multiplication of the matrix elements (47) by the factor 
;m' - m,. Thus, on the right-hand side we have;m, - m, + r + '. 

Due to a Kronecker symbol it holds m z - mz + , + " = 2,. 
Therefore, in the new basis we have to replace the factor i' + r' 

in (47) by ( - 1)'. Taking into account that mz + nz 
= mz + H2, the matrix elements (47) in the basis Im,n) can 

be written as 

d(mn)(mnl(m'n'l (0) = M (m,n,m,H,m' ,n/) 

X minim, -£,.n, -n'l(m; - m2)(~ - Hz ) 

r ~ max(O,m, - m,1 ' \m 2 - m2 + , 
X (_l)m,-m,+rB(p - m; - I,m; - m2 + 1) 

XB (q - n; - l,n; - nz + l)(sin 0 )2, + m, - m, 

X (cos 0 )m, - m, + n, - n, - 2r, 

(47') 

where M denotes the numerical coefficient which preceeds 
the sum on the right-hand side of (47). 
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The matrix elements (47') for the representations of 
U(p + q) with the highest weight (0, .. ,,0,;1. ) constitute a repre­
sentation matrix which is not unitary. To obtain matrix ele­
ments in a unitary form it is necessary to introduce the new 
basis elements Im,a,n,/3)" by means of the formula 

Im,a,n,{3)" = a(m,n)- I/Z lm,a,n,{3), 

where the a(m,n) are given by the formulas (5)-(8) of Ref. 2. 
Therefore, in unitary form the matrix elements for the repre­
sentations of U(p + q) with highest weights (0, ... ,0,;1. ) have 
the form 

a(m,H)1/2 
D(mnl(mnllm'n'I(O) = ( )1/2 d(mn)(mnl(m'n'I(O), 

am,n 
(48) 

Since the operator;g of the representation is contragra­
dient to the representation 1Tg is defined by the relation 
;g = 1T;_ I' where Tis a transposition, it follows that the 
matrix elements D(m,nllrliiillm'n'l (0) for the representations of 
Ulp + q) with the highest weight ( - A.,O, ... ,O), A.<O [this re­
presentation is contragradient to the representation with the 
highest weight (0" .. ,0,;1. )] are defined by the formula 

D(mn)(rliiillm'n'l (0) = D(mnllmnllm'n'l (0). 

Here D.··( 0 ) is defined by ( 48) [under the condition that d .. ·( 0 ) 
is real], and m = ( - m2,0, ... ,0) if m = (0, ... ,0,m2). The same 
relations hold for m,n,ii.,m/,n/. 

The coefficient (a(m,H)la(m,n))1I2 in (48) is defined by 
the formula 

( (
- -)1 ( ))1/2= m'-rrm,-I (-A.+m 2+q+})1/2 

am,n am,n . 1/2' 
j~o (m2-p+J+l) 

if m2 > m 2 , and by the formula 

(a(m,H)I a(m,n)) I 12 = 
m'-rrm,-J (m2-p+)+ 1)IIZ 

j ~ 0 ( - A. + m2 + q + }) I 12 

lAo U. Klimyk and B. Gruber, l. Math. Phys. 20, 1995 (1979). 
'A. U. Klimyk and B. Gruber, l. Math. Phys. 20, 2011 (1979). Note that in 
Eq. (10) two signs need to be changed. In the line containing the equality 
sign, in the first factor beneath the square root, the plus sign following p 
must be changed into a minus sign (i.e.,p + I-+p - I). In the following 
line, in the second factor beneath the square root, the plus sign following q 
must be changed into a minus sign (i.e.,p + q + 2-+p + q - 2). 
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finite-dimensional representations of Lie superalgebras. 
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I. INTRODUCTION 

The SU(3) triality number introduced in Ref. I is a prac­
tical tool which simplifies the task of decomposing the tensor 
product of finite-dimensional, irreducible SU(3) representa­
tions. This concept has been generalized2 to provide an 
equally useful equivalence relation (called congruence) on 
the finite-dimensional representations for each of the simple 
Lie groups. 

The purpose of this paper is to point out that the con­
gruence class concept is actually far more general than has 
been used to date. First, we provide a unified presentation of 
this concept which applies to a large class of representations 
(finite-dimensional or not) of both Lie algebras and Lie su­
peralgebras. Secondly, we present explicit formulas for the 
labels of congruence classes of finite-dimensional represen­
tations of simple Lie superalgebras and illustrate their use. 

The classification of finite-dimensional, irreducible re­
presentations of the simple Lie superalgebras has been com­
pleted by Kac.3 In this classification Kac points out the 
existence of "typical" and "atypical" irreducible representa­
tions. The typical ones are direct summands in any represen­
tation in which they appear. The existence of atypical irredu­
cible representations is related to the fact4 that finite 
dimensional representations of simple Lie superalgebras are 
not completely reducible in general. This of course means 
that the decomposition of tensor products of such represen­
tations is much more difficult.5 The congruence labels for 
these representations, having the same properties as those 
for Lie algebra representations with respect to tensor pro­
ducts, provide an easy-to-use tool to simplify this task. More 
precisely, the label of each summand of the decomposition 
must be equal to the sum of the labels of the two factors of the 
tensor product. Clearly the utility of this concept increases in 
proportion to the number of congruence classes which exist 
for a given algebra. In general we observe that there are far 
more congruence classes for finite-dimensional representa­
tion of Lie superalgebra than for the Lie algebra cases. 

Section II of this paper is concerned with setting up the 
notation and general properties of the congruence relation. 
In Sec. III we provide explicit results on the congruence 
labels for finite-dimensional representations of simple Lie 
superalgebras and give some examples. 

Let L denote a simple Lie (super) algebra over the com-

aJ Work supported in part by the Ontario-Quebec Exchange Programme, 
The Natural Science and Engineering Research Council of Canada and by 
the Ministere de I'Education du Quebec. 

II. NOTATIONS AND DEFINITIONS 

pie x number C with fixed Cartan superalgebra H. A repre-. 
sentationp:L-+gl( V) of L is said to be H-integral if and only If 
the representation space V = Ell AEH" VA. where 
VA. = \ VE V Ip(h )v = A (h)v for all hER land iffor any two 
weights A I and ..12 the difference A I - ..12 is an integral linear 
combination of simple roots of L. If ..11 and..1 2 are two sets of 
simple roots of L, then each ae..1 1 can be expressed as an 
integral linear combination of the simple roots of ..1 2 ' Thus 
the definition of an H-integral representation is independent 
of the choice of simple roots for L. In particular, it is clear 
that every finite-dimensional, irreducible or more generally 
every indecomposable representation of L which admits a 
weight space decomposition with respect to His H-integral. 
The class of H-integral representations is an extremely gen­
eral one. Although there are indecomposable (even irreduci­
ble) representations of Lie (super) algebras which are not H­
integral,5.6 they have never appeared in any application so 
far. 

TwoH-integral representationsPi:L-+gl( V;) for i = 1,2 
of L are said to be congruent if and only in the representation 
VI Ell V2 is H-integral. Clearly a necessary and sufficient con­
dition for this is that the difference of any two weights of 
VI Ell V2 is an integral linear combination of simple roots. The 
relation of congruence clearly provides an equivalence rela­
tion on the class of all H-integral representations of L. In 
order to make use of this equivalence relation to distinguish 
representations, we now indicate how one can label the 
equivalence classes of H-integral representations which can 
occur for a given simple Lie (super) algebra. 

Let..1 = \al, .. ·,an J be a fixed set of simple roots ofL 
and denote by C the Cartan matrix of L associated with ..1. 
For the case of classical simple Lie superalgebras we use the 
conventions introduced by Kac.3 Since the Killing form is 
nondegenerate on H *, the matrix C is invertible. Set 
C -I = (gij) and define Ai = !.;~ I gijajER*. Clearly 
\AI, .. ·,An J forms a base of H* which is "dual" to the base 
\ a I, ... ,an J, that is, (Ai, a j ) = 8ij, where (.,) is the scalar 
product on H *. If V is an H-integral representation of L 

havingA = !.7= I aiAi asa weight-i.e., VA # \ OJ-then we 
define the congruence label of V to be the row vector c( p, V) 
given by 

c(p,v) = (al,,·an)C- 1 modZ X·"XZ, (1) 
where Z denotes the integers. For certain classes of represen­
tations, in particular for finite-dimensional ones, the con­
gruence classes are completely determined by a strict subset 
of the components of c( p, V). For Lie al~ebras see Ref. 2 and 
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TABLE I. Numbering of simple roots,Cartan matrix, and inverse of A (m, n). 

a, a, 
0--0- ... --O-®--O ... --0--0 

Cartan Matrix 
2 -\ 0 
-\ 2 -I 
0 -\ 2 

2 -I 0 
-I 0 \ 
0 -\ 2 

2 -\ 

-I 2 

r Inverse 
n -m+2 - \ ~ n-m+ \ n-m + 3 ... n n+\ -n -n+\ ... 

n - m + 2 2(n - m + 2) 2(n - m + 3) ... 2n 2(n + I) 2( -n) 2( - n + \) ... -2 
n - m + 3 2(n - m + 3) 3(n - m + 3) ... 3n 3(n + \) 3( - n) 3( - n + \) ... -3 

n 2n 3n ... mn min + \) m(-n) m(-n+ \) ... -m 

\ 
n + I 2(n + \) 3(n + \) -- ... 

n-m 
m(n+ \) (m+ \)(n+ \) (m+ \)(-n) (m + \) ( - n + \) ... -m-l 

n 2n 3n ... mn (m+ \)(n) m(-n) m(-n+ \) ... -m 
n-\ 2(n - \) 2(n - I) ... min -I) (m + \)(n - \) m(\-n) (m - \)( - n + \) .. . -m+ \ 

... I 2 3 ... m m+ I -m -m+ I ... n - m-1 

for Lie superalgebras, see Table VIII. Since any other weight 
A ' of the H-integral representation (p, V) is of the form 
A' = A + 1:7= 1 n;a;, where n;eZ, and the matrix C- 1 

transforms coordinates with respect to I A-I, ... ,An J to coordi­
nates with respect to I a I, .. ·,an J, it follows that the con­
gruence vector of an H-integral representation is indepen­
dent of the choice of the weight A. Finally it is immediate 

from the foregoing arguments that two H-integral represen­
tations of L are congruent if and only if their congruence 
labels coincide. The Cartan matrices and their inverses for 
simple Lie algebras are given in Ref. 7, for simple Lie super­
algebras they are shown in Tables I-VI. 

lt is useful to point out an equivalent approach to the 
classification of H-integral representations of simple Lie (su-

TABLE II. Numbering of simple roots, Cartan matrix, and inverse for B (n, m + I), n > O. 

a, a, a,., + m 

0--0- ... --0-® -0-- ... --0 ~ 0 

C ,artan matnx 

2 -\ 0 
-I 2 -\ 
0 -\ 2 

2 -I 0 
-I 0 1 

0 -I 2 

2 -I 0 
-\ 2 -\ 

0 -2 2 

Inverse 
. 

2 2 2 2 2 -2 -2 -\ 

2 4 4 4 4 -4 -4 -2 

2 4 6 6 6 -6 -6 -3 

2 4 6 2m 2m -2m -2m -m 
\ 

2 2(m+ \) -2(m+ I) -2(m+ I) -(m+\) - 4 6 2m 
2 

2 4 6 2m 2(m+ \) -2m -2m -m 

2 4 6 2m 2(m+ I) -2m 2(n - m - 2) n-m-2 

2 4 6 2m 2(m+ \) -2m 2(n - m - 2) (n-m-I) 
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TABLE III. Numbering of simple roots, Cartan matrix, and inverse for 
B(O,n). 

a, a"_2 a,,_i an 

0----0-... ---0--0 =>. 
Cartan matrix 

2 -I 0 
- I 2 - I 

o -I 2 

2 -I 

-2 2 

Inverse 
2 2 2 2 

2 4 4 4 2 

2 4 6 6 

2 . 
2 4 6 2(n - I) n-I 
2 4 6 2(n - I) n 

per) algebras suggested by I. Kaplansky. With the above no­
tation we define W = ! ~7= I a;A; la;ECJ and consider Was 
an additive abelian group. Let R denote the subgroup of W 
generated by the simple roots..1 = !al,···,an J ofL.Since,for 
any AeH·, there exists an H-integral representation of L ad­
mitting A as a weight, it is immediate that there is a one-one 
correspondence between the elements of the quotient group 
W / R and the congruence classes of H-integral representa­
tions of L. 

The three operative properties of the congruence rela­
tion readily follow. First, if VI and V2 are H-integral repre-

TABLE IV. Numbering of simple roots, Cartan matrix, and inverse for 
ern). 

a, a, an , an 
®--O-... --O <:=0 

Cartan matrix 
0 I 0 0 0 0 

-I 2 -I 0 0 0 

0 -I 2 -I 0 0 

0 0 -I 2 0 0 

0 0 0 0 2 -2 

0 0 0 0 -I 2 

Inverse 
2 -2 -2 -2 ... -2 -2 

2 0 0 0 0 0 

2 0 2 2 2 2 

2 0 2 4 4 4 

2 0 2 4 ... 21n - 2) 2(n - 2) 

0 2 n-2 n-I 

sentations of L, then VI ® V2 is again H-integral and its con­
gruence vector is equal to the componentwise sum of the 
congruence vectors of the two factors 

C(VI 9 V2) = c(VI ) + C(V2)' modZ X·"Xz. (2) 

Secondly, if Vis an H-integral representation of Land 
V = VI 9 ... 9 Vk , then the congruence vector of each sum­
mand is equal to the congruence vector of V. Finally, if L I is a 
semisimple subalgebra of L such that its adjoint representa-

TABLE V. Numbering of simple roots, Cartan matrix, and inverse for (D (n, m + I). 

a, a, am a m+, a m+ 2 a nlm /a
n

+
m 

O----O-... --O-®--O-... -~ 
o an + m + I . 

2 -I 0 -
-I 2 -I 
0 -I 2 

2 -I 0 

-I 0 I 
0 -I 2 . . 

• 2 -I -I 
-I 2 0 

-I 0 2 • 

Inve~~ 
4 4 4 4 -4 -4 -2 -2 

4 8 8 8 8 -8 -8 -4 -4 
4 8 12 12 12 12 -12 -6 -6 

4 4m 4m -4m -2m 
I 

- 4 4m 4(m+ I) -4(m+ I) -2(m + I) 
4 

4 4m 4(m+ I) -4m -2m 

4 8 12 4m 4(m+ I) -4m 4(n - m - 3) 2(n - m - 3) 2(n-m-3) 
2 4 6 2m 2(m+ I) -2m 2(n - m - 3) 2(n - m - 2) (n -m - 3) 

.. 2 4 6 2m 2(m + I) -2m 2(n - m - 3) (n -m - 3) (n-m-I) 
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TABLE VI. Numbering of simple roots. Cart an matrices. and inverses for 
the exceptional simple lie superalgebras. 

D(2.I;a) 
/0 a, 

a ® . 
I ,,0 a, 

[~ I 
I n [~ I 

-2 - 2aj 
2 a -a 

-I 0 211 +a) 
-I 1 

F. 
a l a 2 a l a~ 

®-O<=O-O 

[ i1 

0 n ~ [: -3 -4 

rJ 2 -2 0 0 
-I 2 3 2 0 2 
0 -I 1 0 

G, 
a 1 G::: a, 

®-O$=i) 

[ ~I 
1 

~3l ~ [~ 
-2 

~ 3] 
2 0 

-I 2 1 0 

tion on L reduces to H' -integral representations, then every 
H-integral representation of L is an H' -integral representa­
tion on L '. 

When these properties of the congruence relation are 
combined with other simple invariants of representations 
such as dimension, index,8 etc., it provides a useful and com­
putationally practical tool in determining the decomposition 
of tensor products and certain branching rules. 

Applications of congruence to the analysis of finite-di­
mensional representations of simple Lie algebras has been 
discussed in a previous paper. 2 We observe now that in its 
present generality the concept of congruence of representa­
tions is applicable to the analysis of H-integral infinite-di­
mensional representations of simple Lie algebras. The main 
difficulty in illustrating such applications is that the general 
classification of indecomposable infinite-dimensional repre­
sentations of simple algebras is far from complete. For exam­
pIe, the tensor product of two infinite-dimensional irreduci­
ble representations of A I having double infinite strings of 
weight spaces contains no nonzero eigenvectors of the Casi­
mir operator of A I and hence no irreducible subrepresenta­
tions. Nevertheless, each indecomposable representations in 

this decomposition must be H-integral, and their con­
gruence label must be equal to the sum of the congruence 
labels of the two factors. 

III. CONGUENCE CLASSES FOR SIMPLE LIE 
SUPERALGEBRAS 

In Tables I-VI we list Cartan matrices and their in­
verses for the simple Lie superalgebras. It should be noted 
that, unlike the usual Lie algebra cases, the Cartan matrix 
for a simple Lie superalgebras depends on the choice of sim­
ple roots in the root system. Throughout this section we use 
the special sets of simple roots specified by Kac. 3 The parti­
cular choice has the properties of being similar to the simple 
roots of the corresponding Lie algebras and containing ex­
actly one odd root. 

For allAEN * which satisfy certain conditions listed be­
low, there exist finite-dimensional irreducible representa­
tions having highest weight A. Conversely, every finite-di­
mensional irreducible representation has a highest weight 
which satisfies these conditions. For convenience we recall 
these conditions. If A EN *, then there exists a finite-dimen­
sional irreducible representation having the highest weight 
A = I.aiA. i if and only if the ai's satisfy the following condi­
tions.l: 

(1) aiEZ+ for all even simple roots a i ; 
(2) the linear combination k of the ai's given in Table 

VIlA is a nonnegative integer; 
(3) if the value of k is strictly less than b given in Table 

VIlA, then the ai's must satisfy the additional conditions of 
Table VIIB. 

Analyzing the range of coordinates of the congruence 
vectors (1) for finite-dimensional irreducible representations 
of simple Lie superalgebras, we find that the congruence 
class is completely determined by a subset of the coordinates 
of c( p, V). Therefore, we introduce a new congruence vector 
C (p, V) whose components are given in Table VIII in terms 
of the ai's for all simple Lie superalgebras. 

One should observe from this list that there are infinite­
ly many congruence classes for the finite-dimensional irre­
ducible representations of the Lie superalgebras A (m,n), 
C (n), and D (2, l;a) (for some a). The other algebras admit 
only finitely many congruence classes. 

Let us illustrate the use of the congruence concept with 
some examples. First, we observe that the even subalgebra of 
any simple Lie superalgebras is an integral subalgebra. This 
follows since the Cartan subalgebra of the Lie superalgebra 

TABLE VilA. Linear combinations k and constants b for simple Lie superalgebras G. 

G 

DIO,n) 

Dlm,n), m>O 

D(m,n) 

D(2,1; a) aEe, a~O, - 1 
F(4) 

G(3) 

k 

aJ2 

an - an + 1 - '" - am + n I - !am t- n 

an -an + 1 - '" -am + n 2 -!(am + n I +am + n ) 

(1 + a)-I (20 1 - O 2 - aa,) 
~1201 - 202 - 40, - 2a4 ) 

i (a l - 2a2 - 3a,) 
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TABLE VIIB. Supplementary conditions applicable when k < b. 

G 

B(m.n) 

D(m.n) 

D(2.I;a). aeC 
a#O.1 

G(3) 

Conditions on a:s 

a"+k+! = ... =afh + n =0 
aN + k + 1 = .. , = a", + N = 0 for k<m - 2 
am + N _ 1 = am + 1 for k = m - I 
all a, = 0 for k = 0 
(a 3 + I)a = ± (a2 + I) for k = I 
all a, = 0 for k = 0 
k #1 
a2 = a. = 0 for k = 2 
a2 = 2a. + I for k = 3 
all a, = 0 for k = 0 
k #1 
a2 = 0 for k = 2 

sional indecomposable representations of spl(2, 1). is, by convention, taken to be the Cartan subalgebra of its 
even part. Thus, if we take any finite-dimensional indecom­
posable representation of the simple Lie superalgebra Land 
reduce it as a representation of the even subalgebra Lo, all of 
its direct summands must be congruent as Lo representa­
tions. This property of congruence has been used implicity 
by Humi and Morel9 to provide an explicit description of the 
finite-dimensional irreducible representations of SU(M / N) 
and also by Marcu 10 in his classification of all finite-dimen-

The concept of congruence also provides an aid in de­
termining the summands in the decomposition of a tensor 
product. For example, using the notation previously intro­
duced, the finite-dimensional irreducible representation of 
A (1,0) are uniquely determined by the value of their highest 
weight A = a)A) + a02' In fact, for AeH* with a)EZ+, 
there exists a finite-dimensional irreducible representation 
VA havingA as its highest weight-we label this representa-

TABLE VIII. Congruence vectors C (p. V) = (c I.C2.· .. ) for finite-dimensional irreducible representations of simple Lie superalgebras given as linear combina­
tions of the coordinates of the highest weight A = l:ajA,. 

G 

A (m.n) 

B(O.n) 

B(n.m+ I) 

n>O 

C(n) 

D(n.m+ I) 

D(2.I;a). 
aeC. 
a#O.-1 

F(4) 

G(3) 

Congrence class determined by 

c l =a l +202 + .. · +mam +nam+2 +"· +am+N + 1 • modm-n 

c2 = [(n + I)/(m - n)]am + I' mod Z 
c3 = [(m + I)/(m -n)]am + I' modZ 

all finite representations are congruent 

c2 = L a2j + I -!(I-(-I)m+l)am+p mod2 
i=O,I.··· 

cl=a l• modZ 
c2 =aN • mod2 

cl=am + n +am + n + 1 ,mod2 
C2 = 20 1 + 402 + .. , + 2(m + I)am+ 1 + 2mam+2 

+ ... +2(m-n+2)am+
N 

+(m-n+3)am+-+ p mod4 

c3 = 20 1 + 402 + ... + 2(m + l)am+ 1 + 2mam+2 

+ ... + (m - n + 3)amH + (m - n + I)am+-+ I' mod 4 

c2 = [1/2(1 + a)] ( - 201 + aa2 - a3 ) 

c3 = [1/2(1 + a)] ( - 2aa l - aa2 + a3 ) 

all finite representations are congruent 
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tion by the pair (a 1,a2). With this notation we have that 

(0,2i + ~) ® (l,i + 1) 
= (1,3i +~) E9 (2,3i +~) E9 (0,3i +~) E9 (1,3i + ~), 

4 X 8 = 8 + 12 + 4 + 8, 
(2i + !) + (i + 1) 

= 3i + ~ = 3i + ~ = 3i + ~ = 3i +~, mod Zoo 

The first equation describes the tensor product and its de­
composition, the second equation gives the corresponding 
dimension of the representations, and the final equation pro­
vides the appropriate label for the congruence class of each 
representation. We observe the congruence label of each 
summand in the decomposition is equal to the sum of the 
congruence labels of the two factors. This property along 
with others has in fact been used by Marcu5 to provide a 
graphical scheme for decomposing the tensor product of any 
two indecomposable representations of A (1,0). 
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Starting from the standard supersymmetry algebra, an infinite Lie algebra is constructed by 
introducing commutators offermionic generators as members of the algebra. From this algebra a 
finite Lie algebra results for fixed momentum analogous to the Wigner analysis of the Poincare 
algebra. It is shown that anticommutation of the fermionic charges plays the role of a constraint 
on the representation. Also, it is suggested that anticommuting parameters can be avoided by 
using this infinite Lie algebra with fermionic generators modified by a Klein transformation. 

PACS numbers: 02.20.Sv, 11.30.Pb 

I. INTRODUCTION 

Supersymmetry is unique as a symmetry of nature in 
that bosons and fermions are grouped together in the same 
multiplet. ',2 This feature is essential for the construction of a 
sensible supergravity3 theory, but also means that any low 
energy theory has to incorporate supersymmetry breaking. 
A deeper understanding of how supersymmetry may arise 
could certainly shed light on its breaking. The existence of a 
fermionic charge in supersymmetry requires that the algebra 
be defined by anticommutation as well as commutation rela­
tions. While this allows the evasion of the Coleman-Man­
dula no go theorem,4 the resulting algebra is not a Lie alge­
bra and the parameters for infinitesimal transformations are 
anticommuting numbers (Grassmann variables). This leads 
naturally to an extension of Minkowski space, known as su­
perspace, in which spinors are attached to each space-time 
point.2 With anticommuting parameters, one has the con­
ceptual problem of nilpotent translation parameters. 
Further, all continuous symmetries in nature have been re­
presented by a Lie algebra. It is therefore natural to ask 
whether supersymmetry can be represented by a Lie algebra. 

In this paper fermionic anticommutation relations are 
used to construct the commutation relations of an infinite 
Lie algebra. In this algebra successive multiplication by the 
momentum operator defines new generators. The algebra 
thus obtained has both the Wigner representation of the 
Poincare algebra and the standard supersymmetry represen­
tations. The latter arises when anticommutation of the fer­
mionic charges is used as a constraint. The standard superal­
gebra requires the parameters of infinitesimal 
supersymmetry transformations to be anticommuting c­
numbers in order to have a finite closed algebra. With our 
formalism commuting c-numbers close the algebra due to 
the added generators. However, in order to preserve the spin 
statistics relationship it is necessary to modify the fermionic 
generators with a Klein transformation. 

In Sec. II, an explicit construction of the infinite Lie 
algebra is presented. Section III contains the resulting finite 
Lie algebra for fixed momentum, which is analogous to the 
Wigner analysis of the Poincare algebra. This section also 
contains constructions of massive and massless representa­
tions of the finite algebra with the anticommutation con­
straint. A discussion of the modification offermionic genera-

tors by the Klein transformation is in Sec. IV followed by 
general discussion in Sec. V. 

II. THE INFINITE LIE ALGEBRA 

The superalgebra is defined by the following commuta-
tion and anticommutation relations'·2: 

[J!-,v,JAp ] = i(o!-,Jvp - o!-,pJVA + OVpJ!-'A - ovJ!-,p)' 

[J!-,A'PV] =i(O!-,VPA -OAVP!-'), 

[P!-"Pv ] =0, 

[sa,p!-,] = 0, 

[sa,JAV ] = !(uAv)allSll, 

Isa,slll =i(Y!-'C)allP!-', 

(2.1) 

Here J!-'v and PA are the generators of the Poincare algebra, 
S ala = 1,2,3,4) are the fermionic Majorana generators of su­
persymmetry, and C is the charge conjugation matrix 
(C+C=I,C T = -C,C-'y!-,C= -y;).Inthispaper 
only this simplest algebra is considered although the exten­
sion to the case of a fermionic Dirac generator or multiple 
Majorana generators is trivial. In order to form the Lie alge­
bra we consider the commutator 

(2.2) 

If Tall was expressible as a linear combination of the gener­
ator of the superalgebra we would have 

(2.3) 

where a is a dimensionless number. Note that C, (Y5C), and 
(YsY!-'C) are antisymmetric and (y!-,C) and (u!-,vC) are sym­
metric. Using the Jacobi identity (2.4), where 

[[A,B ],C] = I I B,C I,A I - !{ C,A J,B I (2.4) 

= - [[B,C],A] - [[C,A ],B], (2.5) 

with A = sa, B = SP, and C = So, it is easy to show that 
(2.3) is inconsistent. Therefore, we conclude that T a {3 is a 
new generator. Furthermore, there is no consistent second­
order operator in the Poincare algebra that Tall could equal. 
For example, 

TaP = a(ysY!-' C )a{3W!-" (2.6) 
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where W,. = - i/2 E,.k"p JAyPp is the Pauli-Lubanski vec­
tor,5 is contradicted by the Jacobi identity (2.4) with A = sa, 
B = SP, and C = S6. (This is proven with an appropriate 
Fierz transformation of the y-matrices.) 

Because TaP is an independent generator we consider 
the commutators with J,.y, P,., sa, and itself: 

[TaP,S6] = 2isa(y,.C){J6p" - 2i(y,.C)a6P"SP, 

[TaP,T1]6] = 2iT1]a(Y,.C)6pP" - 2iT8a(Y"C)1]PP" 

- 2iT1]P(y,.C)8aP" + 2iT8P(y"C)1]a P",(2.7) 

[TaP,PI'] = 0, 

[TaP,JI'Y] = !(Ul'y)a6 Top - !(U,.Y)P8 T8a · 

The first of these is constructed using the anticommutation 
relation in (2.1) and the identity of (2.4). The rest follow from 
the commutation relations in (2.1) and the identity (2.5). 
From (2.7) it can be seen that there are new generators sap,. 
and TaPpw Again the commutators of these new members 
with all the previous generators and with themselves must be 
considered. We exhibit these in Appendix A. From these 
relations one must include as new members of the algebra the 
operators on the right-hand side of (AI): 

sapI'P'" TaPPI'Py, 

sap,.PyPA, TaPp,.PyPA· 

Obviously, there are a finite number of generators of the 
form sap ... p and TaPp •.. p added for each order of 

~ w ~ w 

commutation. Thus, we obtain an infinite Lie algebra with 
generators J,.y, PI" Sa' TaP, sap,., Ta{3p,., ... , sap,. "'Pw ' 

T a{3 PI' ... p w , .••• The added generators are of a geometrical 
series type and the resulting algebra is called an affine Lie 
algebra.6 Note that the Casimir operators of this algebra are 
identical to the Casimir operators of the superalgebra. Also, 
it will be shown that the representations of the superalgebra 
are those representations of the infinite algebra satisfying the 
anticommutation relation in (2.1) as a constraint. Instead of 
studying the infinite Lie algebra directly, we will consider in 
the next section the finite Lie algebra which results from a 
fixed momentum condition. For this to be consistent we 
must use the operator WI' instead of JI'A' since WI' com­
mutes with PA . 

Incidently, note with WI' alone we have the 
commutators 

[ WI' wY] = E,.yAPW P 
, A p' 

[ W"P wY] = EI'YI<PW P P 
A, K P A.' 

(2.8) 

and so on. This forms an infinite Lie algebra with generators 
WI" W,.PA, WI'PAPy,'" similar to the structure above. A 
finite SU(2) algebra follows for fixed timelike momentum. It 
is important to realize that the analysis of the finite algebra 
for fixed momentum is equivalent to an analysis of the Poin­
care algebra. 

III. THE FINITE ALGEBRA FOR FIXED MOMENTUM 

The algebra generated by W,., T a{3, and S a for fixed 
momentum is defined by the commutation relations 
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[W",wY] = E,.YAPWAPp, 

[W",sa] = (i/4)E,.AYP(UAy )a{3SPPp, 

[Ta{3, WI'] = (i/4)EI'Ayp(UAY ){J6 T 8aPp 

- (i/4)EI'AYp(U ) T8f3p 
AvafJ p' 

[sa,s{3] = TaP, (3.1) 

[Ta{3,T1]o] = 2iT1]a(y,. C )8{3PI' - 2iT8a(y,. C )1]{3PI' 

- 2iT1]P(y,.C)8aP" + 2iT8P(y"C)1]a P I', 

[Ta{3,S6] = 2isa(y,.C)poP" - 2i(YI'C)aoPI'SP. 

For fixed momentum we have the finite algebra generated by 
! WI" T a{3,S Ii j (denoted A WTS) and a subalgebra generated by 
! Wp ,Ta{3j (denoted A WT)' A Casimir operator of the super­
algebra (and therefore the infinite algebra) is also a Casimir 
operator of A WTS' Denoting A JPS to be the superalgebra and 
C (A ) to be the set of Casimir operators of an algebra A we 
have the inclusion relations 

C (AJPs)e C (A WTS) c C (A WT)' (3.2) 

Also, the irreducible representations of A JPS correspond to 
irreducible representations of A WTS in the same way that the 
irreducible representations of A W for fixed momentum cor­
respond to irreducible representations of the Poincare alge­
bra. For both statements the converse is not true. In fact the 
representations of A JPs are obtained by enforcing the anti­
commutation relation 

(3.3) 

as a constraint on the representations of A WTS (as well as the 
infinite algebra). Similar to Wigner,5 we give an explicit con­
struction of A WTS in the rest frame and for mass zero. 
A. Timelike momentum (massive particle 
representation) 

Choosing the rest frame PI' = (O,O,O,iPo), we first rear­
range the generators so that the group structure of A WT is 
transparent. 7 Define 

(T D _ T 14) (T 23 + T 14) 
L3 = , M3 = -'----'-----'-

4Po 4Po 

TI2 

L -­+ - 2P , 
o 

(T 23 + T 14) 

N _ (W+ ~) 
+ - Po 2Po ' 

_ T 34 

L =-- M = 
2Po 

N = (W_ +~) 
- Po 2Po 

(3.4) 

(note that that »j = ~EjkIJklpO' Wo = 0). From (3.1) with PI' 
= (O,iPo) one has that the operators L, M, N all commute 
with each other and each generate an SU(2) algebra; 

[N3,N ± ] = ± N ±' [N +,N _] = 2N3 , etc. (3.5) 
In other words, A WT = SU(2) X SU(2) X SU(2). Trivially 
then, the Casimirs of AWT are given by N2, L2, M2, where 
N ± = NI ± iN2, etc. We note that N; (i = 1,2,3) commutes 
with sa (a = 1,2,3,4). 

R. Y. Levine and Y. Tomozawa 1416 



                                                                                                                                    

To constructA WTs we normalize5 a = sa/(2Po)1/2 and 
have the commutation relations 

[L 5a] = + 15a{ +, a = 1,2 
3' - 2 _, a = 3,4, 

[M 5 a ] = + t5a{ +, a = 2,4 
3' - 2 _, a = 1,3, 

[L+,5 3
] = 5 I, [L_,5 2] = 54, 

[L+,5 4
] = 52, [L_,5 I] = 53, 

[M+,5 1
] = _52, [M_,5 2] = -5\ 

[M+,5 3 ] = _54, [M_,5 4
] = _53, 

[5 1,5 2] =L+, [5 2,5 4
] =M+, 

[5 3,5 4] = - L_, [5 1,5 3
] = - M_, 

[5 1,5 4] = (M3 - L 3), [5 2,5 3
] = (L3 + M3), 

(3.6) 

with the rest zero. From the root vector diagram exhibited in 
Fig. 1 for these relations, one has that the algebra generated 
by L, M and sa is Sp(4)=Cz or, equivalently, SO(5)-B2 . 

Therefore, the algebraAWTs is Sp(4)XSU(2), where SU(2) is 
generated by N. 

The irreducible representations of A WTS are determined 
by (A I.A2,N), where (AI.Az) are the highest weight values in 
the Sp(4) representation.8 Members of the representation are 
designated by (A I.A2,L,L3,M,M3;N,N3). However, in the fol­
lowing it is shown that the anticommutation relation (3.3) 
restricts the values of Al and Az while leaving N uncon­
strained due to its commuting with sa. 

In the rest frame, (3.3) is given by 

IS I,S4} = - Po, IS Z,S3} = Po, (saf = 0, (3.7) 

and all other anticommutators zero. From the Majorana 
condition, 

or 

(S4)t = - s I and (S3)t = S2. 

We are led to identify the following operators2: 

, , 

, , , , 
, 

--~~/----__ ~~ ______ ~'~~L3 
L_ "'" /,/ L+ 

, , 
$3 '" , , 

(3.8) 

(3.9) 

FIG. 1. Root vector diagrams for Sp(4) algebra. The generators are identi­
fied at the head of the corresponding root vector. The axes refer to the 
Cartan subalgebra with HI = L3 and H2 = M 3. 

1417 J. Math. Phys., Vol. 23, No.8, August 1982 

(3.10) 

az = 

From the commutation relations between J I2 and S a in 
Eq. (2.1), we have 

[J12,a,] = + !a, for i = g. (3.11) 

Therefore, we identify a da 2) as the annihilation operator for 
Jz = ~( - ~) and aT(a~) as the creation operator for Jz 
= ~( - !). Defining number operators n I = aTa I and 

n2 = a~a2 we have 

n2 - n l N J * N, =J12 + ,+ = + -alaz, . 2 

N_=J_+ala~, (3.12) 

1-n l -n2 n l -n2 
L3 = 2 ,M3 = 2 

LZ + M2 =~. (3.13) 

Equation (3.13) implies that the irreducible representation is 
restricted to (L,M) = (!,O) or (O,!) or, equivalently, 
(AI.Az) = (1,0) with arbitrary N. This gives the identification 
of n I and n2 as follows: 

n I = 0, nz = 0, L3 =!, M3 = 0, 

n l = 1, n2 = 1, L3 = -!, M3 = 0, 
(3.14) 

n l = 1, n2 = 0, L3 = 0, M3 =!, 

n l = 0, nz = 1, L3 = 0, M3 = -!. 

We can, therefore, replaceL andMby n l and n2 and arrive at 
the set I N,N3 ,n l,n2l or I N,Jwn l,n2l as the commuting op­
erators. These bases are used by Salam and Strathdee to con­
struct the explicit representations of the superalgebra. Z For 
completeness we reconstruct this representation. Using Eq. 
(3.12) one constructs the N = ° representations containing 
J = I !,O,O J and the N = ! representation with J = I 1 ,H,O}. 
For arbitrary N> ° the representation contains 
J = IN + !,N,N,N - ! J with a total of 4(2N + 1) states. The 
two states withJ = N correspond to (nl,n z) = (0,0) and (1,1). 
The parity operation 

(3.15) 

with the Majorana condition S' = CS'T, requires that 
~=ff/2(or -ff/2)and 

P IN,N3,n l,nZ ) = (- 1)"' +n'IN,N3,n l,n2 ), (3.16) 

where P is the parity operator. Thus the J = N states are of 
opposite parity. 

As described above, among the representations of A WTS 

= Sp(4) X SU(2) only the Sp(4) spinor representation is al­
lowed by the constraint (3.3). Therefore, the only noncon­
stant Casimir is N2. Note from Eq. (3.4) this can be written 

~ = ~o [~ - (i/4)SC -lyjysS ] (3.17) 
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and can be generalized relativistically by defining 

KI' = ~, - (i/4)SC ~ Iyl' ysS, 

with 

N 2 = (K2 _ (K'P)2) I 
I' p 2 P~ (O.iP,,)· 

From the commutators 

[KI'S"] = - !(ys)"pSPPI' 

and 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

we have (KI'Pv - KyPI' f commuting with all operators S", 
JI'Y' and PI" This is the relativistic expression of the Casimir 
operator N 2

. This operator, with P 2, forms the set of Casimir 
operators for AlPS' 

B. Lightlike momentum (massless particles) 

Taking PI' = (O,O,p,ip) in Appendix B, all commutation 
relations for A wTS are given, where 

(3.22) 

and 

TaP = [S",SP]. 

Note from Eq. (B7) that the group structure of A wT.S is 
G XU(I), where Uti) is generated by 1'23, which commutes 
with all generators of A wTS' From Eq. (B6) the Casimir oper­
ator is 

(3.23) 

Instead of analyzing G and its representations, we con­
sider the constraint condition (3.3), 

[S I,S4j = - p, (3.24) 

and all other (S i,S j j = O. Define creation and annihilation 
operators 

SI 

.JP 

with 

=a, 

[a,a*) = 1, 

[b,b*) =0, 

(3.25) 

(3.26) 

(3.27) 

and all others vanish. Equation (3.26) leads us to identify 
a(a*) as the annihilation (creationloperator of a spin up state. 
(Note [JI2 ,S I] = -!S! and [JI2,S4] = ~4). Equation (3.27) 
implies the operation of b on any state I¢)is zero: 

b I¢) = b *I¢) = O. (3.28) 

It immediately follows that 

1'23 = p[b,b *] = o. (3.29) 

1418 J. Math. Phys., Vol. 23, No.8, August 1982 

In fact, all Tij except l' 14 vanish. With this result it follows 
that K3 and K ± , defined in Eq. (B5), form the Euclidean 
algebra E2 • As seen from Eq. (B9), 

[K+,K~] = 0, 
(3.30) 

[ K),K ± ] = ± K ± p. 

As is shown in Appendix C, this implies that 
K + = K ~ = 0 for a finite dimensional representation. This 
is analogous to the W 2 = 0 condition in the Wigner analysis 
of lightlike momentum. In this case the representation is 
characterized by generalized helicity A, 

A= K-P = K) (W3 -!T I4
) 

p2 p p 

= (J12 - n + !), (3.31) 

where n = a*a. As is shown by Salam and Strathdee, 2 the 
representation is characterized by two states, U) and 
U) + !,n = 1), where aU3) = 0 and I i) + !,n = 1) 
= a*li3)' Both have A = U) + a)· It is obvious that the par­

ity operator acting on these states gives a basis set of the 
opposite helicity. It should be emphasized that, as for the 
massive case, among all possible representations of A wTS the 
supersymmetry representation obtained above is selected by 
the constraint (3.3). 

IV. SPIN STATISTICS IN THE INFINITE LIE ALGEBRA 

In the previous sections it has been shown that the re­
presentations of superalgebra are equivalent to the represen­
tations of the infinite Lie algebra with the anticommutation 
relations among the fermionic charges as a constraint. From 
states in the irreducible representations of A WTS' field opera­
tors can be constructed by a standard method. 10 The infinite­
simal tranformation of the field operator <P (x) by fermionic 
generators is given by 

(4.1) 

where €" is a constant spinor. The choice of €" to be a com­
muting parameter contradicts the spin statistics relation in 
the case of fermionic fields <P ¢. The standard procedure is 
to use anticommuting c-numbers as parameters for super­
symmetry transformations. These parameters also anticom­
mute with fermionic fields. 

For the infinite Lie algebra we require commuting para­
meters because the commutator of two supersymmetry 
transformations should be a generator of the algebra, 

[f\S,E2S] = Ef~T"/3. (4.2) 

In order to resolve the spin statistics problem in Eq. (4.1), we 
use the Klein transformation 11 to define a new fermionic 
operator, 

(4.3) 

where N F is the fermionic number operator. Note that the 
fermionic content of S a is not defined; that is, being a Major­
ana spinor, sa is a mixture of the ± 1 eigenvectors of NF • 

However, the Klein operator ( - ItF has definite anticom­
mutation relations with all fermionic operators regardless of 
Dirac or Majorana properties: 
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(4.4) 

and 

(4.5) 

where f/! and S a are Dirac or Majorana. This is seen by the 
following argument. Letting f/! be a Dirac field satisfying 

[NF,f/!] = ± f/!, (4.6) 

we have 

(4.7) 

This equation implies (4.4) for Dirac fields with definite fer­
mion number. A Majorana field f/!1 or f/!2 can be expressed in 
terms of a Dirac field f/! by 

f/!1 = (f/! + f/!C) (4.8) 
J2 

or 

f/!2 = (f/! - f/!c) 

J2i 
(4.9) 

It is easy to see that Eq. (4.7) and therefore (4.4) is valid for 
Majorana fields without definite fermion number. 

With these new operators, Eq. (4.3), we have 

Df/!= [E"s'a,f/!] = -E"{sa,f/!J(-I(F (4.10) 

for fermionic fields f/!. Therefore, we have 

[E"s'a,~S'P] =~TaP (4.11) 

because ( - 1 )2N F = 1. In terms of operators we have the 
equation 

[s,a,S'p] = TaP-T,aP. 

The constraint is given by 

(s,a,s'Pj =i(y"C)appft. 

(4.12) 

(4.13) 

The infinite Lie algebra should be modified using S ' . 
Equations (2.1), (2.7), (3.3), and those in Appendix A are 
altered by the replacement 

sa_s'a, 

TaP_T,aP, (4.14) 

This modification alters neither the structure nor the 
physical content of A WTS' Note that the Majorana condition 
for S' implies 

S' = i( - I) NFCS T = CS'T. (4.15) 

Therefore, the sign change in the constraint Eq. (4.13) does 
not alter the definition of creation and annihilation opera­
tors in Eq. (3.10). 

v. CONCLUSION 

The standard supersymmetry transformation is expon­
entiated 12 using infinitesimal anticommuting parameters. 
We have avoided this by constructing an infinite Lie algebra 
and using the Klein transformation. The anticommutation 
relations of fermionic generators becomes a constraint on 
the representations of the infinite Lie algebra which yields 
the standard supersymmetry representations. 
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While anticommuting parameters are natural in super­
space and the superspace formalism is convenient for con­
structing field theories, it is extremely difficult to compre­
hend a physical reality in such a space. Our formalism 
replaces this difficult concept with an infinite Lie algebra 
which uses commuting parameters. This new viewpoint of 
supersymmetry may help in understanding the nature of the 
symmetry, its breaking, and supergravity. 
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APPENDIX A 

Consider the commutation relations for 
(saPft,TaPPft I which appear on the right-hand side ofEq. 
(2.7). These operators are generators for the infinite Lie 
algebra. 

[sapl"'sPP .. ] = TaPPI"P;" 

[saPft ,TP'1P;.] = - 2iSP(YpC)'1aPPPI'P;' 

+ 2i(YpC)PaS'1PPPJ.'P;" 

[TaPp;.,T'1§P,,] = [2iT'1a(yl' C)§ppJ.' 

- 2iTi5a(yl' C )'1pPJ.' 

- 2iT'1P(y" C)§aPI" 

+ 2iT§P(YJ.'C)l1aPJ.']P;.p", 

[TaPPft ,S'1] = 2isa(YpC)p'1PPPft 

- 2i(ypC)a'1SPPPPJ." 

[sap",p;. ] = 0, 

[TaPPI"P;'] = 0, 

[sap TP'1] = - 2iSP(y C) PPP 
1" P '1a I' 

- 2iT'1P(yl' C )6aPI' 

+ 2iT6P(yl'C)'1a P I']p;., 

[saPI',J;'vJ = isa( - D;.J.'P" + DI'''P;,) 

+ ~(U;',,)apSPPft' 
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[TaPp!',JAV ] = iTaP( - DA!,Py + D!'yPA) 

+ !(uAv )at;T8PP!' 

- !(UAv )P8 T8a P!'. 

(A2) 

Note that Eqs. (AI) are obtained from Eq. (2.7) by multiply­
ing by the appropriate momentum operators. Equation (A2) 
has no new generators on the right-hand side. 

APPENDIX B: MASSLESS CASE P!, = (0,0, p,ip) 

Introduce the variables 

8 1 = (SI;S3), 82 = (S2;S4), 

[K+.K_] = - 2/r 23
, 

[K3,K±] = ±K±p, 

[K3/p,T12] = 1'12, 

[K3/p,T 34 ] = _ 1'34, 

[K3/P,8 1] = !8I, 
[K3/P,8 2] = !8 2

, 

[K3/P,8 3] = - !8\ 
[K3/P,8 4] = - !8 4

, 

[Tj4,8 1] = - 2p8j, j = 1,2,3 

(B9) 

(BIO) 

(BII) 

(BI2) 

(BI3) 

(BI) [Tlj,8 4] = 2p8j, j = 2,3,4 

[TI4,T1k] = -2pT1\ k=2,3 

[1' 14,Tj4] = 2/ij4, j = 2,3 
With the constraint equation (3.3) we have 

[8 1,8 4
] = -p, 

[8 1,8 2
] = [8 1,8 3

] = [8 2,8 4
] 

= [8 2,8 3
] = [8 3,8 4

] = 0. (B2) 

In terms of the 8 variables the commutators TaP are given by 

1'12 = [8 1,8 2] = !(T I2 + T 14 _ T23 + T 34 ), 

1'13 _ 1T 13 
-2 ' 

1'14 =!( _ T 12 + T 14 + T23 + T 34 ), 

1'23 = !(T 12 + T 14 + T23 _ T 34), 

1'24 _ 1T24 
-2 ' 

1'34 = !(T 12 _ T 14 + T23 + T 34 ). 

Also, 

W2 = - (JI3 + iTI4 )P, W4 = i(Jdp· 

(B3) 

(B4) 

Expressing the components of K!, [Eq. (3.18)] in terms ofT 
amd W, 

K+ = (W+ - !T24) = (W+ - 1'24), 

K_ = (W_ + !T13) = (W_ + 1'13), 

K3 = W3 - !(T 14 + T 23 ) = W3 - !(T 14 + 1'23), 

K4 = i(W3 -!( - T12 + T 34 )) 

= i(W3 - !(T 14 _ 1'23)), 

and the Casimir operator is given by 

K~v = - 2(K!,P!')2 = - 2(1' 23fp2. 

The commutation relations for A wTS are given by the 
following: 

(BS) 

(B6) 

1'23 commutes with all 8 a and Wi as seen from Eq. 
(B6), (B7) 

(B8) 
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[1' 12,1'34] = - 2pT 23 , 

[1' 13,1'24] = 2pT 23, 

the rest is zero. 

APPENDIX C: PROOF THAT K ± = 0 FOR FINITE 
REPRESENTATION OF E2 

(BI4) 

Consider the Euclidean algebra E2 commutation rela­
tions for [K +,K _,K3]: 

[K+,K_] = 0, (CI) 

[K3,K ± ] = ± K ± ' (C2) 
where K + t , = K _. The Casimir operator is K _K + and Eq. 
(C2) impliesK +(K _) is the raising (lowering) operator for the 
K3 eigenvalues. Consider the minimum K3 eigenstates, 
1 kmin >, defined by K _I kmin > = ° and K31 kmin ) 

= kmin Ikmin ). From (CI), 

(C3) 

and therefore K _K + = ° for the entire representation be­
cause it is a Casimir operator. This implies K + = K _ = ° for 
any finite representation. 
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We consider the two-dimensional nonlinear Schrodinger equation of Benney-Roskes. It is shown 
that the equation admits superposition solutions of solitons and various ripplons. 

PACS numbers: 02.30. + g 

1. INTRODUCTION 

Recently, it has been found that certain nonlinear evo­
lution equations simultaneously admit two different types of 
solutions, solitons and ripplons (simple similarity type ex­
plode-decay mode solutions). 1-8 Soliton solutions represent 
propagating waves with constant speed and constant profile, 
whereas ripplons represent more dynamical waves whose 
profiles grow and then decay with time. Ripplon solutions 
can be expected to play important roles in explaining dyna­
mical phenomena such as explosions. 

In two-dimensional (2D) systems, we know three equa­
tions whose ripplon solutions are known explicitly. They are 
the 2D-KdV (or the Kadomtsev-Petviashvili) equations, 1-3.6 
2D cubic nonlinear Schrodinger (NLS) equation,4 and the 
2D-NLS equation of Benney-Roskes.5

,8 The last equation is 
written as9-

14 

iU t - /3u xx + yUyy + /)u*uu - 2wu = 0, 

/3wxx + YWyy - /3/)(u*u)xx = 0, 

(l.1a) 

(l.lb) 

where /3, y, /) are real constants. Throughout the paper sub­
scripts x, y, t denote partial derivatives. 

By using the technique of Hirota bilinear theory, Naka­
mura recently derived 1D-like ripplons and the superposi­
tions among themselves.5 It was also shown that there exists 
simple transformations which transform arbitrary propagat­
ing-wave solutions with permanent profile to the explode­
decay mode (ripplon) solution, which implies that if we know 
multiple solitons, multiple periodic waves, multiple lump 
solitons, and so on, we can derive explode-decay mode mul­
tiple solitons, multiple periodic waves, multiple lump soli­
tons and so on. 8 Then the question arises whether superposi­
tion between ordinary waves and ripplons is possible. The 
purpose of this paper is to show that this superposition is 
actually possible. For this purpose, we use the technique of 
Zakharov-Shabat inverse spectral transform (1ST) method. 
Anker and Freeman have already applied the scheme to this 
equation and derived soliton solutions. 13 We will show that 
the same 1ST scheme can generate ripp1ons. Then from the 
linearity of the 1ST scheme itself, it can be shown that the 
properly superposed state of solitons and ripplons is also the 
solution. 

In Sec. 2, we briefly review the 1ST formalism and in 
Sec. 3, we derive solitons, lump solitons, ripplons, and lump 
ripp10ns and show that all of them can be superposed. 

·'Present address: Physics Laboratory, Osaka University of Foreign Stu­
dies, Aoh Madani, Minoo City, Osaka 562 Japan. 

2. 1ST FORMALISM 

For the convenience of the later calculations and nota­
tion, we review very briefly the Zakharov-Shabat 1ST 
scheme. IS Following them, we introduce the Volterra opera­
tor K and integral operator Fby 

Kt/J(x)- J'" dz K(x,z)t/J(z), Ft/J(x) = f: ao dz F(x,z)t/J(z), (2.1) 

whereK (x,z), F (x,z) are (n,n) matrices with their (i,j) element 
denoted by Kij(x,z), Fij(x,z) respe£tively, t/J(x) is an (n,l) ma­
trix, and it is assumed that (1 + K ) - I exists. We consider a 
pair of commuting operators MI and M2 

[MI,M2]=MIM 2 - M2MI = 0, (2.2) 

and the transformation from M; to if; by 

M;(l + K) - (1 +K)M; = 0, (i = 1,2), (2.3) 

leading to 

[MI ,M2] =0, (2.4) 

which provides nonlinear evolution equations with respect 
to the variables Kij' The explicit solutions for the variables 
Kij in turn can be given by solving the integral equation 

F(x,z) + K (x,z) + 100 

ds K (x,s)F(s,z) = 0, (2.5) 

where F(x,z) is determined from the relation 
[F,M,] = 0, Ii = 1,2). (2.6) 

We consider the case where Eq. (2.6) has solutions in the 
form of separation of variables 

N 

F(x,z) = I!; (x)]; (z), (2.7) 
i= 1 

where!;,]; are appropriate (n,n) matrices. By assuming the 
form of K (x,z) as 

N 

K(x,z) = I K;(x)]; (z), (2.8) 
;= 1 

and inserting Eqs. (2.7) and (2.8) into Eq. (2.5), K;(x) and thus 
K (x,z) can be solved as 

(KI .. .KN) = - (/1 .. jN)L -1, (2.9a) 

N (71) K(x,x) = IK;(x)];(x) = - (/1 . .jN)L -I _: ,(2.9b) 
,~I IN 

[(i,j)block of L ]-oij 1 + 100 

ds];(s)J;(s), (l<,i,j<,N). 

(2.9c) 
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Here L is an (nN, nN) matrix consisting of N 2 blocks of (n,n) 
matrices. In the case of N = 1 and simple F of the form 

F(x,z) =f(x)l(z) = ~~~), fl~(X))r~~)' 12~z). 
(2.10) 

we have 

K(x,x) = [1- l"'dSfdSilll(S) L'" dSf21(s)ldS)rl 

X (fdXIf"~) r d, h.~If,,(S)' _ - fdX~'(X)). 
- f21(xifIl(x), .hl(xlldx) 1 dsfdsifIl(s) 

(2.11) 

Expression (2.9) shows that so far as the solution F of 
Eq. (2.6) is obtained in the form of separation of variables, 
Eq. (2.7), the superposed solution exists and is given by Eqs. 
(2.9(b)) and (2.9(c)) . In the next section we will show that all 
of the solitons, lump solitons, ripplons, and lump ripplons 
can be generated in the form of Eq. (2.7), thus superposition 
of these are also a solution. 

3. SOLITONS, LUMP SOLITONS, RIPPLONS, LUMP 
RIPPLONS, AND THEIR SUPERPOSITIONS 

First we follow the procedures of Anker and Freeman 
and derive ordinary solitons. 13 However, for the sake of sim­
plicity, we take the simplified boundary condition 
u(x = ± 00) = ° instead of their non vanishing boundary 
condition u(x = ± 00) 1= 0. We choose a pair of commuting 
operators M I , M 2, as 

(3.1) 

whereao,.8o, YI' Y2 are scalar constants (j3,yandPo, YI' Y2 are 
completely unrelated, different constants). Equation (2.3) 
then determines MI , M2 as 

S12) 
o ' 

(3.2) 

(3.3) 

Then Eq. (2.4) is written explicitly for each matrix ele­
ment as 

- aO(YI - Y2)S12,1 + (YI + Y2)SI2.XX + 2f3rtl2.xy 

- 2(YI - Y2)S12ltll - S22)x = 0, (3.4a) 

aO(YI - Y2)S21.t + (YI + Y2)S21.xx + 2f3rt21.XY 

- 2(YI - Y2)S21ltll - S22)" = 0, (3.4b) 

/30(SII + S22)Y + !(YI + Y2)(S1I + sd" 
+ !(YI - Y2)(SlI - snl" = 0, (3.4c) 

PO(t1l - Sn)y + !(Y, + Y2)(t1l - snlx 
+ !(YI - Y2)(t1l + sn!x 
+ 2(y, - Y2)S12S21 = 0. (3.4d) 

We setthe value of parameters as YI = - Y2(==YO)' ThenEq. 
(3.4c) givesslI + S22 = YcIP",SII - S22 = - PclPY ' where we 
have newly introduced the quantity <p = <p (x,t ). Further, by 
considering the coordinate transformation l3 

X = P 1/2(j3oX - iyoY), Y = y1/2(j3oX + iyoY), (3.5a) 

I(X Y) i(X Y) 
x = 213

0 
pI/2 + yI/2 ' Y = 2yo /3 1/2 - yI/2 ' 

(3.5b) 
and choosing the parameter values as 

ao=p~ = -4/8, (3.6) 

and under the condition Y o<p = (y cIP )., by denoting 2{Jy cIP xx 
=w, SI2=u, (S21=S T2)' we see that Eqs. (3.4a-3.4d) reduce 
to Eq. (1.1) with SUbscripts x,y replaced by X, Y. For simpli­
city, we consider 8 > 0, which gives pure imaginary Po or 
.80 = ilPol· We also take real Yo' In our present calculation 
X, Yare physical variables and should be real. This and the 
above parametrization for /30' Yo imply both x and y to be 
pure imaginary, then each integral path in the previous sec­
tion should be interpreted as being on the imaginary axis 
instead of usual real axis S;' ds~ S /100 ds. We note thatthis 
formal modification of upper bound of integration 
+ 00 ~ + i 00 does not affect any of the remaining argu­

ments and the whole scheme holds in the same manner as the 
usual real x,y case. 

Now we consider explicit solutions. From Eqs. (2.6) and 
(3.1) we have equations for F as 

° )F" + Fz(YO 
-Yo ° ° ) = 0, (3.7a) -y 

(3.7b) 

The simple exponential-type solution to Eqs. (3.7) is given by 

F(x,z) = (0, exp [mix + n1z + P 0- IYo(n i - mi}y + ao- I(n~ - m~)t + 1101] ) 

exp [m;x + n,~2 +.8 0- IYo(m; - n;}y + a o- l(n;2 - m;2)t + 1/hi ] ,0 ' 

_(0, exp [ml(x - P 0- lyoY - a o- 1m;!) + 110i ] )(exp [n;(z -.8 0- IyoY + a o- In;t)], 0) 
= expJ m;(x +.8 0- lyoY - a o- Im;t) + l1hi ] ,0 0, exp [ni(z +.8 0 lyoY + a o- In;!)] , 

f:(xlf:(z). 

(3.8a) 

Here mOni' 1/oi,m;, 1/;, l1hi are arbitrary complex constants. Via Eq. (2.11), this gives the I-soliton solution 

u = Kdx,x) = - exp(N:J![ 1 - [(m i + n;)(m; + nil] -lexp(D:Jl. 
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N:-(m; + n;)x +{3o-I Yo(n; - m;lY + ao -I(nf - mf)t + 'TJo;, 

D:-N: + (m; + n;)x _{3o-I Yo(n; - m;lY + ao -1(n;2 - m;2)t + 'TJ~;. (3.9) 

Here for the integral f/;oo ds in Eq. (2.11) to converge, we take the parameters as Im(m; + nn>O, Im(m; + n;»O. On the 
other hand, Eqs. (3.5) give the relation 

(x - {3 o-lyoY + cl)(x + (30- lyoY + c2) = (2{36{3)-I(X + cl + (2{3~y)-I(y + C2)2, 

cI-~{30{31/2[(1 + i)c I + (1 - i)cz], cz-~{3oyl12[(1 - i)c I + (1 + i)c2]. (3.10) 

By using Eqs. (3.5) and (3.10) and choosing the parameters as 

m; = - m1, n; = - nr, 'TJ~; = 'TJ~;, 

Eq. (3.9) can be rewritten in the variables X, Y as 

u = - exp('TJ;)I[ 1 + exp('TJ; + 'TJr + r;;*)], 

'TJ;=k;X + I; Y + wJ + 'TJo;, 

k;=[(I-i)m; +(1 +i)n;]I(2{30{31/2), 

1;=[(1 + i)m; + (1 - i)n; ]I(2{3oyI/2), 

W; -it - (3)k ~ + iy/~, 
exp( - r;;* )-(k; + k r)22{3 18 + (I; + I r)22y I 8. 

This is the I-soliton solution of Eq. (1.1). 

(3.11 ) 

(3.12) 

Next we consider generation oflump solitons. Certain lump solitons to the present equation were derived by Satsuma and 
Ablowitz by taking limiting procedures of the known soliton solutions. 14 Here we derive more general types oflump solitons. 
Since Eqs. (3.7a) and (3.7b) are linear, arbitrary derivatives ofF with respect to various parameters [such as m;,m;,njJn; in Eqs. 
(3.8)] and their linear combinations are again the solution to Eqs. (3.7a) and (3. 7b).I,6 For our example, we consider only the 
simplest of such series of arbitrary higher-order derivatives. We take the solution 

(
0, (m; + nnexp [m;x + n;z + (30- Iyo(n; - m; lY + ao- I(n~ - m~)t + 'TJo;] ) 

F=(Jm +J ,) , 
, m, (m; + n; )exp [m;x + n;z + {3 0- IYo(m; - n;lY + ao- l(n;2 - m;2)t + 'TJ~; ], 0 

(

0, Jm;(m; + nnexp [m;x - (30- IYom;y - ao- Im7t + 'TJo;] ) 

- J m;(m; + n; )exp [m;x + {30- IYom;y - ao- Im;2t + 'TJ~; ], 0 

(
exp [n;(z - (3 0- lyoY + ao- In;t)], 0)= Is -Is 

X I I -I; (xlf; (z). 
0, exp[n;(z+{3o- yoy+ao- nit)] 

Via Eq. (2.11), this gives the lump I-soliton solution 

U = - [1 + (m; + n;)(x - {30- lyoY - 2ao -lmJ )]exp(N:JI[ 1 - (x - (3 0- lyoY - 2ao -lmJ ) 

xIx + (30- lyoY - 2ao -Im;t )exp(D:)), 

(3.13) 

(3.14) 

where N: and D: are the same as in Eq. (3.9). By using Eqs. (3.5), (3.10), and (3.11), solution (3.14) can be written in the 
variables X, Yas 

U = - { 1 + [~(1 + i)/3 1/2(ki + k r) + ~(l - i)y1lZ(/; + I rJ] [(~;I~~ + (1
2
;1:!Y - ((1 + i)/3 I 12k; + (1 - i)yI/2/;)t ]} 

{ [
8(X+XIStf 8(y+yIStf] } 

Xexp('TJ;)/ 1 + 8{3 , + 8y , exp('TJi + 'TJr) , 

xis= - (3 1/2[i{3 1/2(k; - k r) + yI/2(!; + 11)]. 

y~s _ _ yl/2 [(3 1/2(ki + k r) - iy l/2(li - I r)], (3.15) 

whereki • Ii' 'TJ; are the same as in Eq. (3.12). In the speciallimit ofk;, I; being pure imaginary k;=ikRi,!;==iIR; (kR;, IR; = real), 

by denoting exp ('TJOi )= - P:, lump I-soliton solution (3.15) becomes 

U = p:exp[i(kRiX + IRi Y + wRJ ))/[ 1 + 8- 18p:*pH{3 -I(X + 2{3kRJ)2 + y-I(y _ 2ylRJ )2]), 

w Ri (3k ~i - yl ~i' (3.16) 

Equation (3.16) is the lump I-soliton solution previously obtained by Nakamura.8 The lump solitons considered by Satsuma 
and Ablowitz are this type of solutions, whose denominators are always finite polynominals of x,y,t and constants. 

Now we consider generation of ripplons. Equation (3.7) have the following solutions: 

1424 J. Math. Phys., Vol. 23, No.8, August 1982 Akira Nakamura 1424 



                                                                                                                                    

(

0, (t + t;)-Iexp [ ao[(x - {3 o-lroY + xy - (z + {3 o-lroY + zjf]/[ 4(t + tjl] + BOj I ) 
F(x,z)= (t+tj)-lexp[ao[(x+{30-Iroy+x;)2_(z-{30-lroy+z;)2]/[4(t+tjl] +Bbjl, ° ' 

(
0, (t + tj)-Iexp[ao(x - {3 o-lroY + xy/[ 4(t + tjl] + BOj I) 

= (t+t;)-lexp[ao(x+{30-lroy+x;)2/[4(t+t;)] +Bbil, ° 
x(exP[ -ao(z-{30-lroy+z;f/[4(t+tjl], 0) j~(x)l~(z). 

0, exp[ -ao(z+{30-lroy+zif/[4(t+til]1 

Via Eq. (2.11), this gives the 1-ripplon solution 

u = (t + ti)-lexp(N~)/[ 1 - 4ao-lexp(D~)J, 

N~==ao[(x - {30- IroY + xY - (x + {3 o-lroY + Zj)2]/[ 4(t + til] + BOi ' 

D ~=N~ + ao[(x + {30- IroY + X;)2 - (x - {3 0- IroY + Z;)2]![ 4(t + tjl] + B bi' 

Here for the integral S x+ j", ds in Eq. (2.11) to converge, we take the parameters as Im(xi - z;) > 0, Im(x; - Zj) > ° for 
aol(t + t j) > ° and Im(xj - z;) < 0, Im(x; - Zj) < ° for aol(t + ti ) < 0. 

By using Eqs. (3.5) and (3.10) and choosing the parameters as 

Eq. (3.18) can be rewritten in the variables X,Yas 

u = - (t + ti)-lexp(Bi) [ 1 + exp(Bj + Br + 'Tii*)] -I, 

i(X + Xi)2 i(Y + y j )2 
Bj + + Bo" 

4(t + t;)( - {3 ) 4(t + t;)r 

X j=!{30{31/2[(1 + i)xi + (1 - i)zj], 

Yj=!{3or I/2 [(1- i)xi + (1 + i)zj], 

[(iXi) + (iXi)*]2 [(iYi) + (iyi)*]2 
exp( - 'Tii*i) 2{38 + 2y8 . 

This is the 1-ripplon solution first derived by Nakamura through the Hirota bilinear method.s 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

In a manner similar to the derivation oflump solitons from the ordinary solitons, we can generate lump ripplons from the 
ordinary ripplons. We take the solution for F as 

F = (ax. + a ,)(0, (t + ~j)-I(Xj - z;)exp[ao[(x - {3 o-lroY + xjf - (z + {30- IroY + zY]![ 4(t + t;)] + BOi I ) 
I Xi (t + til I(X; -zj)exp[ao[(x +{3o-lroY +X;)2 - (z _{3o-lroY +z;)2]/[4(t + tj)] + Bbj J, ° 

=(0, aXi(t+tj)-I(xi -z;)exp[ao(x-{30-l roY + x ;)2/[4(t+t;)] +aoajXi/2~eoil) 

a)t + ti)-I(X; - zj)exp[ao(x + {3 a-IroY +x;f/[ 4(t + t;)] + aoa;x;/2 + Bbi l. ° 
I 

(
exp[ -ao(z-{30-lroY+z;)2/[4(t+t;)1l, 0) _ 

x 0, exp[ -ao(z+{30-IYoY+zi)2/[4(t+ti)]1 j;r(x)J;r(z). 
(3.21) 

Here we set BOi = aoaix;l2 + eOi ' B bi = aoa;x;/2 + e bi with a" a;, eo;. e bi representing arbitrary constants whose deriva­
tives with respect to xi,x; vanish. Via Eq. (2.11), this gives lump 1-ripplon solutions as 

u = (t + ti)-I[1 + (Xi - z;)[ x - {30- IroY + Xi + ai(t + ti )]/[2(t + 1;)] lexp(N~)I 
(3.22) 

{I - (t + ti)-2[X _{3o-lroY + Xi + ai(t + til] [X +{3 o-lyoY + x; + a;(t + ti)]exp(D~)I, 

where N~, D; are the same as in Eq. (3.18). By using Eqs. 
(3.5), (3.10), and (3.19), the solution (3.22) can be rewritten in 
the variables X, Yas 

U= -(t+ti)-I{1+ 1 
8(t + til 
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X [(1 - i)(Xi - X~)/{31/2 + (1 + i)(Y, - Y~)lrI/2] 

X [(1 - i)(X + Xi + A;f )I{3I!2 

+ (1 + i)(Y + Yi + B;f )lyI/2] lexp(B;)I 

{I + 8(t! tY [(X + Xi + Ai(t + t;)fl{3 
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+(Y+ Y i +Bi(t+tiWly]exp(Bj + Br)}, 

Xi=V3 112 [(Xi + X~)I{3I!2 + i(Yi - Y~)lyI/2], 

Yi=!rI/2[ -i(Xi -Xr)I{31/2+(Yi + Y~)lrI/2], 
A j=V3oB 1/2[(1 + i)ai + (1 - i)a;], 

Bi=¥:1orI/2 [(I- i)ai + (1 + i)a;] , (3.23) 

where Xi' Yi, Bi are the same as in Eq. (3.20). This is the 
lump 1-ripplon solution of Eqs. (1.1). 

We choose the parameter a; = - a~ so that Ii; and Bi 
become real arbitrary constants. In the special limit of X j , Yj 
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being real or Xi XRi , Yi==YRi> the present lump I-ripplon 
becomes 

_ _ I [i(X + X Ri f i( Y + yRi )2 (J] / 
u--(t+t) exp + + Oi 

I 4(t + ti )( - /3) 4(t + ti)y 

{I+ S 2[(X+XRi +A;(t+f;))2//3 
8(t + ti ) } 

+(Y+ YRi +Hi(t+f;Wly]exp(OOi +O~;), (3.24) 

whereXRi , YRi,Ai, Hi (OOi) are real (complex) arbitrary con­
stants. This is the simplified lump I - ripplon solution first 
obtained by Nakamura. 8 

So far we have obtain I-soliton, lump I-soliton, I-rip­
pIon, and lump I -ripplon in the framework of 1ST formal­
ism. As mentioned earlier, this implies that all of these can be 
superposed. It is seen as follows. Since Eqs. (3.7) is linear for 
F, obviously arbitrary linear combinations of the solutions 
are again the solutions for F. Thus we can take the general 
superposed solution of F as 

NS Ns + Nls 

F(x,z) = If:(x)l:(z) + I f~S(x)l~S(z) 
i~ I i~Ns+ I 

Ns+Nls+Nr 

+ I f;(x)l;(z) 
i~Ns+Nls+ I 

Ns + Nis + Nr + Nlr 

+ I f;r(x)l~r(z). (3.25) 
i=Ns+Nls+Nr+ I 

Heref:,J:;/~s,J~S;/;,J; andf~r,J~r are the same as those 
given, respectively, in Eqs., (3.8), (3.13), (3.17), and (3.21). 
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The values of various constants can be taken arbitrarily dif­
ferent for each i. 

Then, at least in principle, K (x,x) and thus 
u(u(x) = Kdx,x)) can be solved by Eqs. (2.9b) and (2.9c). 
This solution corresponds to the superposition solution of 
Ns-soliton, N's-lump soliton, Nr-ripplon, and N,r-lump rip­
pIon. 
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It is shown that every point w( E) on the curve Y r (E) representing a I-parameter famil y of integrable 
equations containing a given rth Korteweg-de Vries (KdV) equation w(O), also belongs to a 
different integrable curve rr(E, v). Symmetries of the resulting surface make it possible to 
construct a curve of Backlund transformations, that is, infinitesimal automorphisms, of points on 
Yr (E) starting with the usual infinitesimal automorphisms of w(O). In addition, we obtain four new 
Backlund transformations of the second order for all higher KdV equations. 

PACS numbers: 02.30.Jr, 02.30.Qy 

1. INTRODUCTION 

The main results of this paper concern the existence of a 
second parameter for higher KdV equations (see Ref. 1) and 
infinitesimal automorphisms for equations associated with 
the first parameter (see Ref. 2). 

We begin by explaining this in the simplest case of the 
KdV equation itself, 

u, = 6uu" - u,,"" =X2(u). (1.1) 

Here the subscripts t and x denote partial derivatives with 
respect to t and x, respectively, andXr(u) corresponds to the 
rth flow in the hierarchy of KdV equations which can be 
given by the Lax representation 

L, = [P,L], 

where 

L= -S2+ U , s=alax, 

(1.2) 

(1.3) 

and P is an isobaric differential operator of order 2r - 1, 
r;;;d. 

Now, Gardner observed (see Ref. 3) that is w satisfies 
the Gardner equation 

then u = (g(E)) (w), given by the map 

g(E):W-+U = W + E2W2 + EW", 

(1.4) 

(1.5) 

satisfies the KdV equation (1.1). Originally, this fact had pro­
vided the shortest proof that the KdV equation has an infi­
nite number of conserved densities Hq(u), q = 1,2, ... , that is, 
equalities of the form 

aHq(u) = aJ (u) 
at q' a=alax, 

which follow formally from (Ll). Here Hq(u) and Jq(u) are 
differential polynomials in u, i.e., polynomials in u and its x 
derivatives u(;] = ajul ax!. This one-line proof consists of in­
verting (1.5): 

00 

W= Lhq(u)~, 
q=O 

then substituting this expresssion in (1.4) rewritten in the 
conservation form 

alSupported in part by NSF Grant MCS 800 3104 and the US Department 
of Energy. 
blPermanent address: Department of Mathematics, University of Michi­
gan, Ann Arbor, Michigan 48109. 
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~W = a(3w2 - Wx>; + 2ew3
), 

at 

and finally equating powers of E in both sides of the derived 
equality. 

Let us look more closely at the Gardner equation (1.4). 
First, notice that all conserved densities Hq(u) of the KdV 
equation generate, via the map g(E) (1.5), conserved densities 
Hq((g(E))(W)) of the Gardner equation. Thus the Gardner 
equation is integrable, meaning: has an infinite number of 
conserved densities. Secondly, the Gardner equation de­
pends polynomially upon E and therefore can be considered 
as a curve in the space of all (evolution) equations, and an 
integrable curve at that. For the points on this curve we can 
use the suggestive notation Y2(E). Thus the KdV equation is 
just the point Y2(0), and we can consider it as the natural base 
point of the curve Y2(E). In general, when an integrable sys­
tem is included in an integrable family, we call such family a 
deformation of the original system. Moreover, we can and 
shall take one further step: When every member 0' of an 
integrable family I is included in a one-parameter integrable 
curve utE) which intersects I only at 0' = 0'(0), we call the 
new family UOE! ute) = I (E) a deformation of I. Thirdly, the 
Gardner deformation (1.4) has one additional property: it is 
supplemented by the map g(E) (1.5) which is regular in E and 
sends all points on the curve Y2(E) into one point Y2(0), if we 
agree not to distinguish between equations and their solu­
tions. Such an agreement is certainly legitimate if we keep in 
mind that our evolution equations represent just a tradition­
al way of writing evolution fields (see, e.g., Chap. I of Ref. 4). 
In general, we call a map regular in E,J(E): I (E)-+I (0) = I, 
such thatf(O) = Id, a reduction. It should be immediately 
noted that reductions do not have to and often cannot ac­
company deformations. 

The alert reader might have remarked that the above 
definition of deformations must be augmented by a device to 
exclude curves with systems which are mutually "equiva­
lent" in one sense or another, say, under changes of varia­
bles. Another source of triviality may occur when, for a giv­
en evolution field 0-(0), the increment o-(E) - ufO), considered 
also as an evolution field, commutes with 0-(0) or has an infin­
ity of conserved densities in common with it. Fortunately, 
for all systems considered in this paper, the nontriviality of 
deformations follows from a few general statements. This 
will be done in the last Sec. 5, in order not to interrupt the 
presentation. 
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To sum up: The KdV equation allows the deformation 
(1.4) together with the reduction (1.5). In reality, even a more 
general phenomenon occurs (see Ref. 2): one can deform 
further the curve (1.4). Namely, if 

PI = 6px C (l + eC) - Pxxx + 2evp;, (1.6) 

where 

C C( ) 
sinh(2Evp) sinhZ(Evp) = E,V,p = + , 

2EV e 
(1.7) 

then W = (G (c,v))(P), where the map G (E,V) is defined by 

G(E,V):P-w = C(E,V,p) + vpx' (1.8) 

satisfies the Gardner equation (1.4). Notice that on the re­
sulting surface rz(E,V), consisting of the points (1.6), those 
points with v = ° form the curve Yz(E) and the map (1.8) 
provides a reduction of the surface rz(E,V) onto the curve 
Yz(E). 

Now, it was proved in Ref. 2 that there exist curves 
Yr(E), with the same reduction (1.5), which deform all the 
higher KdV equations. Our first problem is, then: Are there 
any analogous surfaces rr(E,V) for r> 2, preferably with the 
same reduction (1.8), as for r = 2? The construction of Yr(E) 
in Ref. 2 was based on the fact that for every r, the rth KdV 
equation is a bi-Hamiltonian system and the reduction (1.5) 
can be interpreted as a "canonical transformation" (see, e.g., 
Ref. 5). Since the Gardner equation is not bi-Hamiltonian 
anymore and (1.6) is not even Hamiltonian, the reasoning 
based on the Hamiltonian formalism is no longer applicable. 
On the other hand, note that G (0, v) = g(v). This implies that 
any construction of the surfaces rr(E,V) will provide, as a 
bonus, a construction of the curve rr(E) as rr(O,E). Converse­
ly, if we are to build rr(E,V) starting with rr(E), we should 
first of all find a non-Hamiltonian construction of Yr(E) such 
that the method can be deformed into construction of 
rr(E,V). 

This is exactly what we shall do. Here is the clue of how 
to proceed. Recall that, parallel to the hierarchy of the KdV 
equations (1.2) and (1.3), there is another hierarchy of Modi­
fied KdV (MKdV) equations (see, e.g., Ref. 5), given by (1.2), 
with 

for example, MKdV 2 has the form 

VI = 6v2vx - vxxx ' 

(1.9) 

(LlO) 

The main relation between the two hierarchies is pro­
vided by the map M ("Miura transformation") 

which maps solutions of MKdV r into those of KdV r' 
If we now put (Ref. 2, Sec. 5) 

(Ll I) 

V = E(W + c Z/2), (Ll2) 

ii = u - E- 2/4, (Ll3) 

then (Ll1) turns into 

ii = W + ew2 + EWx ' (1.14) 

which is almost (1.5); a few more remarks will drop the tilde 
from ii. We shall do this in Sec. 2. In Sec. 3 we construct: (a) 
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curves Yr(E) which deform the MKdV equations, (b) their 
reductions g(E): Yr(E)-Yr (0), and (c) the deformation of the 
map M, M (E): Yr(E)--+Yr(E). Starting with the map M (E), in 
Sec. 4 we adapt our arguments of Sec. 2 to depend upon the 
new parameter v. This enables us to construct the desired 
surfaces rr(E,V) together with their reduction G (E,V). 

Let us now turn to our second problem, that of exis­
tence of Backlund curves. Note that the Gardner equation 
(1.4) depends upon EZ while the reduction (1.5) depends upon 
E. Therefore, we obtain a "Backlund transformation," that 
is, an infinitesimal automorphism, of the KdV equation, 
simply as 

b(E) =g( - E)og(c)-I. (Ll5) 

It was laboriously proved in Ref. 6, Chap. III, that (Ll5) 
provides the Backlund transformation for all higher KdV 
equations as well. We give a very short proof of this fact in 
Sec. 2. 

Now observe that (1.6) depends on V whereas the re­
duction G (E, v) depends on v. As before, one gets a Backlund 
transformation of the Gardner equation: 

B(E,V) = G(E, - V)OG(E,V)-I, (Ll6) 

which deforms b (E) since b (E) = B (O,E). Combining (1.5) and 
(Ll6), we obtain four new Backlund transformations of the 
KdV equation: 

g( ± E)OG(E, - v)oG(E,V)-log( ± c)-I. (1.17) 

As might be expected, equations from rr(e,v) also de­
pend upon v2

, for all r. We prove this in Sec. 4. This will 
guarantee that Backlund transformations (1.16) and (1. 17) 
are valid also for all r's. 

2. CONSTRUCTION OF THE CURVES rAe) 
Let Xr and Yr denote the rth MKdV and MKdV field 

respectively. Their "trajectories" are solutions of corre­
sponding evolution equations 

U I =Xr(u), 

VI = Yr(v). 

More generally, let a I , ... ,a n be arbitrary constants (say, from 
IR or q. Consider linear combinations 

xa=~a;X;, (2.1) 

y a = ~a;Y; (2.2) 

and their solutions 

U I =XU(u), (2.3) 

VI = yU(v). (2.4) 

We shall use the following well-known facts. 
Proposition 2.1: (i) If V satisfies (2.4), then 

u = M (v) = v2 + v satisfies (2.3)(see, e.g., Ref. 7); (ii) if v satis­
fies (2.4), then ( - v) satisfies it also (see, e.g., Ref. 7). 
Equivalently, 

(2.5) 

(iii) For any constantc, there exists a lower-triangular matrix 
fl C which has ones on the diagonal, depends polynomially 
upon c, and such that 
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xa(u + c) = X"(u). 

where the vectors a and a are related by 

a=nca. 

(2.6) 

(2.7) 

In other words. if u satisfies (2.3) then u = u - c satisfies 

(2.8) 

Proposition 2.1(iii) follows from Ref. 1. Chap. II. formula 
(17). 

Now let us rescale the modified variable v by 

w = e-1V - !e-2 . 

If v satisfies (2.4). then w will satisfy 

LV = za(w). 

where 

za(w) = C1ya[ e(W + !e- 2
)]. 

(2.9) 

(2.10) 

(2.11) 

Simultaneously. the map M (1.11) will send solutions of 
(2.10) into solutions of(2.3) via 

u = v2 + Vx = c(w + !e-2)2 + eWx 

= ie-2 + w + e2W2 + eWx. 

Therefore. applying Proposition 2.5 (iii) with 

c = ie-2. 

we obtain the map 

(2.12) 

g(e):W-U = W + e2W2 + eWx• (2.13) 

which sends solutions of (2.10) into solutions of (2.8). with 
a = n 114.-' a. Since (n C)-I = n - c. we get finally 

Theorem 2.2: For any a = (al ..... a n ). ifw satisfies 

w,=ZB(w). {3=n- 1I4.-'a. (2.14) 

then u = (g(e)) (w) satisfies (2.3). 
Remark 2.3: Thus. we can deform not only individual 

KdV equations but also their linear combinations. 
Remark 2.4: We do not need to worry about whether a 

deformed equation [such as (2.14)] is regular in a deforma­
tion parameter. It is always regular so long as a reduction is 
regular [such as (2.13)] (see. e.g .• Ref. 2). 

Now it is clear how the deformed equations (2.14) de­
pend upon e. 

Theorem 2.5: The right-hand side of(2.14) depends 
uponc. 

Proof n - 114.-' is polynomial in ( - 1!4C). by Proposi­
tion 2.1 (iii); therefore {3 = e - 114.-' a is even in e. Since 
ZB(w) = ~{3iZ;(W). it is enough to look only at the Z;(w). By 
(2.11). 

Zi(W.e) = e-1y; [e(w + 1e-2)]. 

Hence. by (2.5). 

Z;(w. - e) = (- e)-IYi [ - e(W + !e-2
)] 

= -e- I(-I)Yi[e(w+!e- 2
)] 

=Z;(W,e). 

3. THE CURVES rAE} AND THE MAP M{E} 

In this section we prepare the ground for the construc­
tion of the surfaces r,(E. v) in Sec. 4. As was mentioned in the 
Introduction, what we are aiming at is a curve of proposi-

1429 J. Math. Phys., Vol. 23, No.8, August 1982 

tions which goes through Proposition (2.1). 
Let us consider two maps 

sinh2eq 
M(e):q-w = c + qx' (3.1) 

sinh(2eq) 
Mg(e):q-v = + eqx' (3.2) 

2e 

Lemma 3.1: We have the commutative diagram 

MoMg(E) =g(e)oM(e). (3.3) 

Proof We have 

(MoMg(e))(q) =M(Sin~:eq +eqx) 

= (Sinh2eq + )2 (Sinh2eq + ) eqx + eqx 
2e 2e x 

sinh22eq . = 2 + smh2eq·qx + cq; 
4e 

+ cosh2eq·qx + eqxx' 

( 
sinh2eq ) 

(g(e)oM(e))(q) = (g(e)) e
2 

+ qx 

_ cosh2eq - 1 c( cosh2eq - 1 )2 
- ~ +~+ ~ +~ 

( 
cosh2eq - 1 ) + e -'1 +qx 

2~- x 

cosh2eq - 1 + cosh22eq - 2cosh2eq + 1 
2e2 + qx 4e2 

+ (cosh2eq - l)qx + cq; + sinh2eq·qx + eq"". 

Remark: M(e) can be considered as a deformation of 
M=M(O). 

Definition 3.2: y,(e) = (Mg(e)-I)(y,). 
Corollary 3.3: y,(e) depends upon c. 
Proof By Lemma 3.1. y,(e) = (M(e)-I)(y,(e)). By (3.1). 

M(e) depends upon c; by Theorem 2.5, y,(e) depends upon 
c. 

Remarks: (i) As in Sec. 2. we could defined deforma­
tions not only of fields Y, but also of their linear combina­
tions y a by 

(3.4) 

Corollary 3.3 would still remain true. (ii) The map (3.2) is the 
reduction of ya(e) onto ya. (iii) Of course. one would like to 
know that points on the curve y,(e) or [or ya(e)] represent 
finite fields. that is. evolution equations with only a finite 
number of derivatives. That this is true, was essentially prov­
en many times in the physical literature (see. e.g .• Ref. 8). For 
the sake of completeness. the proof is reproduced here. 

The Lax representations (1.2) for the MKdV equations 
are the integrability conditions for 

Lt/l=A.t/l. 
t/l,=Pt/l. 

(3.5) 

(3.6) 
whereL is given by (1.9), t/l = (t/l1.t/l2l' is a column vector. and 
P runs over special differential operators which make sense 
of (1.2) (see. e.g .• Ref. 5). Equivalently. we can think of P as a 
multiplication operator. if we express x derivatives of t/l·s 
using (3.5). In any case, what we need is the possibility to 
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rewrite (3.6) as an evolution equation for r = "'/"'2: 
r, =a+br+er 2

, (3.7) 

where a, b, and e are some polynomials in A. and differential 
polynomials in v. On the other hand, (3.5) is equivalent to 

rx = ur + V(r2 - 1), (3.8) 

which can be transformed into (3.2) by identifications 

A.=E- 1/2, r=tanh(Eq). 

Substituting this into (3.7) and eliminating v in favor of q by 
(3.2), we arrive at the desired equations. 

4. CONSTRUCTION OF THE SURFACES rAE, v) 

We shall follow the path of Sec. 2. For this we need an 
analog of Proposition (2.1) for the pair yalE), y"(E). We al­
ready have Theorem (2.2), which is an analog of Proposition 
2.1 (i). The generalization of the property 2.1 (ii) for yalE) is 
given by 

Proposition 4.1: Let us write evolution equations for 
points on the curve yalE) as 

(4.1) 

If q satisfies (4.1) then ( - q) satisfies it also. In other words, 

val _ q,E) = - Va(q,E). 

Proof Let v = (Mg(E))(q). By (3.2), 

- q = - (Mg(E))-I(v) = (Mg(€)-I)( - v), 

and Proposition 2.1 (ii) does the job. 

(4.2) 

The property 2.1 (iii) can be generalized as follows. 
Proposition 4.2: Let w be a point on the curve y"(E) satis­

fying (2.14), which we shall write as 

w, = Ea(w,e). 

Then, for any constant e, 
w = (1 + 2E2e)(W - c) 

is a point on the curve y"(€), where 

€ - __ E---:=-
- 1 + 2ee' 

a = {}c+cc'a. 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

Proof We begin with w from (4.3) and u from (2.3), 
connected via Theorem 2.2. Then we have 

U = u - e - ee2 = w + ew2 + EWx - e - ee2 

= (w - e)(1 + 2ee) + e(w - e)2 + E(W - e)x 

= w + ~W2 +€Wx ' 

by (4.5). Thus gil) sends w to u = u - e, where e = e + ee2
• 

Now apply Proposition (2.1) (iii) and get (4.6). 
Remark: For E = 0, Proposition 4.2 is just Proposition 

2.1 (iii). 
Now we can easily repeat the reasoning of Sec. 2 and get 
Theorem 4.3: Let q be a point on the curve yalE) and let 

w = (M (€))(q) be a corresponding point on y'"(E). Then 

p = V-I (1 + ev-2)lf2(q - !E-1sinh-1Ev- l ) 

lies on the surface ra(€,v), where 

€ = €{1 + ev- 2)-lf 2, 
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(4.7) 

(4.8) 

and ex is given by (4.6) with 

e = !v- 2[ 1 + (1 + E2V- 2)1f2] -I. 

The reduction G (€, v) sends p to W, which is related to 
w = (M (E)) (q) by (4.4). 

Proof We have to show that 

(G(€,v))(P) = W. 

First substitute (4.9) into (4.5) and get 

1 + 2ee = (1 + ev-2)lf2, 

€ = E(1 + 2ee)-1 = E(1 + E2V- 2)-lf2, 

which is (4.8). Now 

(G(€,v))(p) 

sinh2£vp coshUvp - 1 
= + +vpx 

2Ev 2~ 

= (1 + 2ce) [ sinh2Evp + coshUv! - I 
2EV 2EE 

+ v Px]. 
1 + 2E2e 

On the other hand, 

w = (w _ c) = cosh2Eq - I + qx - e 
I + 2E2e 2E2 

(4.9) 

(4.10) 

(4.11) 

= _1_ COSh2E( vp + ~ sinh - I~) 
2E2 (I + ev-2)lf2 2E v 

v I 
+ (I + E2V- 2)1f2 Px - e - 2e 

= _1_ [COShUVP(I + e/v)lf2 + sinh €Vp,~} 
2e v 

v I 
+ I + 2ee Px - 2E€' 

which is just what is needed. 
Corollary 4.4: Points on r alE, v) depend upon v (notice 

that we have dropped hats from a and €). 
Proof By (4.9), e depends upon v and by (4.5) and (4.6), 

the same is true for a and €. If q is a point on yalE) satisfying 
(4.1), then (4.7) yields 

p, = v- l (1 + E2V- 2)If2q, 
= v- l (1 + ev-2)1f2Va[v(1 + ev-2)-lf2p 

+ !€-Isinh -IEV- 1 ] , 

which is an even function of v, by (4.2). 

Remark: As was mentioned in the Introduction, our 
construction of rr{E, v) can be considered as a deformation of 
the construction of rr{E). To see this, put E = 0 in (4.7) and 
recover (2.9), with v renamed E. 

5. NONTRIVIALITY OF DEFORMATIONS 

As was mentioned in the Introduction, we have to in­
vestigate three possible types of trouble. 

Boris Kupershmidt 1430 



                                                                                                                                    

(A) First we check that evolution equations a = 0'(0) 
and O'(E) are not equivalent under any changes of variables. 
Here O'(€) stands for any ofthe deformations constructed in 
the preceding sections. 

To do this we use the existence of reductions for all 
deformations constructed above. Let us write them as 

f(€):Ui~Ui + €tPit i = 1, ... ,n, (5.1) 

where n is the number of dependent variables (so far we have 
had n = 1), tPi are functions which are analyticin € and urI, 
whereJl = (p,!>"'#m), is a multi-index denoting 
J 1I-"lu;lJxr'···Jx:.,m, and X1, ••• ,xm are independent variables 
(we have had XI = X up to now). 

We want to show that there does not exist any finite 
inversion of the map (5.1). The word "finite" emphasizes the 
difference with the formal inversion of (5.1) in the formal 
power series in E-such an inversion always exists. Of 
course, we can take advantage of the simplicity of the case 
n = 1. Then by the classification theorem (Theorem 4 in Ref. 
9) of jet symmetries, (5.1) must be a contact transformation of 
the corresponding I-jet manifold, and if there are any x de­
rivatives of u involved in tPI of (5.1) this is impossible. The 
argument can be made more explicit in the case in which we 
are primarily interested: m = 1. Then if, say, 

then 

f:u~ (x,u, ... ,U1k )), /-I:U~ (x,u, ... ,UI/ )), 

k>O, 1>0 

a contradiction. 
On the other hand, for n > 1, e.g., if we want to treat the 

general scalar Lax equations (1.2) with 
n 

L=Sn+l+ LUiSi-I, (5.2) 
i= 1 

the above argument cannot be applied because in the nonsca­
lar case n > 1 there are invertible differential operators, like, 
say, 

f:u-+u, V-+V + EtP (x,u,u x ,"')' (5.3) 

To study such maps, we derive a simple sufficient crite­
rion of nonivertibility. First 

Definition 5.1: Suppose we have a map fu-+y given by 
functions 

Yj = Yj(x,ui,···,ur)), j = 1, ... ,N, i = 1, ... , n. 

The Frechet derivative of lis the following matrix differen­
tial operator D (I): 

- Jy. 
D(f)ji = I.I-"~' (1': = ~, ... a';m, 

Jur) 

Jk = J/Jxk • 

Theorem 5.2: For a map/given by (5.1), let us denote by 
1 (f) its linearization with respect to u near u = o. If 
det D(l (f)) is a differential operator (of positive order), then 
the map (5.1) is not finitely invertible. 

Proof: If/were invertible, then 1 (f) would be also, and 
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I(/)/(f-I) = Id, 

therefore 

thus 

detD(/(f-I)) = [detD(/(f))]-I, 

a contradiction, since the rhs does not exist as a finite differ­
entialoperator. 

Remark 5.3: The above criterion allows one to easily 
analyze deformations for the case (5.2) (see Chap. III, Ref. 6). 

Remark 5.4: In looking for a possible equivalence of 
equations 0'(0) and O'(€), one might wish to allow also x and t 
to mix with urI 's, and instead of requiring the full inversion 
of(5.1), to ask merely for a mapping which takes solutions of 
0'(0) into those of O'(€). But Vinogradov's theorem guarantees 
that nothing will change (Theorem 4, Ref. 10; Theorem 7.6, 
Ref. 11). 

(B) Secondly, to prevent the appearance of fields of the 
sort X, + EX" we have to check that O'(€) - 0'(0) does not 
commute with 0'(0). To do this, we consider both 0'(0) and O'(€) 
living on the same "jet bundle" (i.e., having the same coordi­
nates) so that we can commute them. Thus, for example, we 
write g(€) as 

fu-+u + ~U2 + €U x ' 

Let us write down the fact that the fields O'(€) and a = 0'(0) 
are /-related: 

O'(E)/=/a, 

so 

Then we have to show that 

[/0'/-1,0'] ;60. (5.4) 

To do this, note that in each of the three cases (1.5), (1.8), and 
(3.2) our map/ has the form 

fu-+u + EU x + o (E2), 

so 

/-I:U-+U - EU x + o (E2). 

On the other hand, all evolution equations we have met have 
the form 

U t = constXulN ) + O( <N), (5.5) 

where 0 ( < N) stands for terms which depend upon UlJl with 
j < N. In particular, anything which commutes with 0' in the 
form (5.5), must obviously have the same form as well. So it is 
enough to show that (/0'/ - 1 - 0') has no terms linear in U and 
its x derivatives. Let us write then 

0'= 0'1 + 0'2 + "', 
where 0'; is a homogeneous differential polynomial in U of 
degree i. Since/O' J- 1 has no components of degree less than 
i, and 

/at/-I=O'I + o (e), 

we get 
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deg(j(J"j-l - (J"» 1, 

which is just what we needed. 

(C) Finally, we do not want to have families of the form 
X + EX, where X and X have the same conserved densities. 
Again, we shall use the existence of the reduction to derive a 
contradiction to the assumption that conserved densities are 
the same for (J" and 010). 

We have three cases to consider: MKdVr(E), KdVr(E), 
and KdVr(E,v). First, note that since KdVr(O,v) = KdVr(v), 
it is enough to consider only MKdV rand KdV r fields. In 
both cases the description of all conserved densities is well 
known: for each positive integer n, one has conserved densi­
ties 

u(n)2 
Hn =( - W-+O«n), 

2 
(5.6) 

where 0 ( < n) are differential polynomials of degree more 
than 2. Since. 

fu-u + EU" + (terms of degree ~ 2), 

then conserved densities of (J"(E) via the pullback of Hn 's of 
(5.6) have the form, modulo exact derivatives, 

U1n)2 + cu1n + 1)2 

( - l)n + (terms of degree ~2). 
2 

Thus, assuming the sameness of conserved densities, we 
must have 

(5.7) 

where;:::; means "equal modulo 1m J". 
Let us compute functional derivatives with respect to u 

of both sides of (5.7). For the left-hand side we have 

:u [Hn(j(u))] 
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8H (u) 
=D(j)+-~-I 

8(u) u =J(u) 

= [1 - EJ + O(E2)] [u 2n + o (,;;;2n - 2)Ju=<u
x
+O(<l) 

= [1- EJ + o (E2)] [EU(2n+ 1) + o (,;;;2n - 1)] 

= _ CUl2n + 2) + [1 + o (C)]EuI2n + 1) + o (,;;;2n). 
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For the right-hand side we have 

8H _ C 8Hn+ 1 = ul2n) +O(,;;;2n _ 2) 
8u 8u 

- c[u(2n+2) + o (,;;;2n)], 

a discrepancy in the Ul2n + 1) terms. 
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We study two-dimensional problems of elasticity when a homogeneous and isotropic solid of an 
arbitrary shape is embedded in an infinite homogeneous isotropic medium of different 
properties. Solutions are obtained both inside the guest and host media. These solutions are 
derived by first transforming the boundary value problems to the equivalent integral equations. 
The interior displacement field is obtained by a simple method of truncation. By this method the 
integral equations are recast into an infinite number of algebraic equations and a systematic 
scheme of solutions is constructed by an appropriate truncation. The exterior solutions are 
obtained by substituting the interior solutions in the integral equations valid for the entire 
medium. The boundaries considered are rectangular cylinder, equilateral triangular prism, and 
elliptic cylinder and its limiting configurations. It emerges that the solutions for the elliptic 
cylinder and its limiting configurations are exact. 

PACS numbers: 03.40.Dz 

1. INTRODUCTION 2. GOVERNING INTEGRAL EQUATIONS 

Chen and Young I have recently studied the displace­
ment fields inside some three-dimensional elastic solids em­
bedded in an infinite, homogeneous, and isotropic medium. 
They have treated the problem by an integral equation tech­
nique due to Waterman2 and Eyges3

. By this technique the 
integral equations governing these boundary value problems 
are transformed into an infinite system of algebraic equa­
tions, which are then suitably truncated to yield exact or 
approximate inner solutions. 

Let (x, y, z) be a Cartesian coordinate system. An elastic 
homogeneous isotropic cylinder with axis along the z axis is 
embedded in an infinite homogeneous isotropic medium 
with Lame's constants ..11 and Ii I and density P I' The materi­
al of the cylinder has the elastic constants ..12 and li2 and the 
density P2' The section of the cylinder by thex, y plane occu­
pies the region S2' the exterior domain is SI' while the bound-

Our aim is threefold. First, we extend the method to be 
applicable in deriving the interior displacement fields in two­
dimensional linearly elastic inclusions of arbitrary shape em­
bedded in an infinite homogeneous and isotropic medium. 
Secondly, we present a technique which helps us in obtaining 
the displacement fields in the host medium also, both in two­
as well as three-dimensional problems. We use this scheme 
to present the exterior solutions for the configurations which 
have already been studied in Ref. 1. Finally, we present the 
interior and exterior solutions for those configurations such 
as a triaxial ellipsoid and elliptic cylinder of finite height for 
which the solutions are not available. Solutions for the two­
dimensional problems are presented in this part while those 
for the three-dimensional case will appear in part II of this 
paper. 

It emerges that the very first approximation yields the 
exact solutions for an infinite elliptic cylinder and its limiting 
configurations. All the known results in this field, such as 
those given in Refs. 4-7, follow as small corollaries. A few 
results appear to be new even for some simple configura­
tions. 

y 

61~CI 

sl·AI"II.I'PI 

x 

In addition to the inclusions we also discuss the cavities 
of arbitrary shapes. In their case we obtain the expressions 
for the strain energy stored in the host medium per unit 
height. FIG. 1. Geometry of the section of the elastic cylinder by the x - y plane. 
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ary is C. The origin of the coordinate system is situated at the 
centroid of S2' which is assumed to be symmetrical with re­
spect to the x or y axes. The configuration is explained in Fig. 
1. 

The constant stiffness tensors Cijk/(X), x = (x, y)ESa, 
a = 1,2, are defined as 

Cijk/(X) = Cijkl = Aa 8y1>kl + f.la(tiiktijl + ti,Ak)' xESa , 

(2.1) 

where ti 's are Kronecker deltas. In this analysis Latin indices 
have the range 1,2,3 and Greek indices have the range 1,2. 
Let UO (x) be the displacement field in the infinite host medi­
um occupying the whole region S = SI + C + S2' due to 
prescribed stresses at infinity, so that it satisfies the equilibri­
um equations. 

C;akf3U~.f3a(x)=O, X = (x,y)ES, (2.2) 

in the absence of body forces. 

In this analysis we shall employ the distributional 
formula 

div (Ciakf3(X)Uk.f3(X)) 

= div (Ciakf3(X)Uk,f3(X)) + [ti ]ti(x - xd 

+ Ckaif3(X)Cna(Xc![Uk ]~(x - xd, xES, 
JXf3 

where the bar denotes the distributional derivative, 

(2.3) 

[F) =F(xc!l_ -F(xc)l+ is the jump ofthefunctionF 
fromS2 toSI, the quantities ti = Ciakf3uk,pna are the compo­
nents of the traction vector, and na are the components 
of the unit normal vector n to the curve C. Also, the displace­
ment field uk(x) is equal to uk(x) forx ESI, u~(x) inS2, and the 
same is true for the tensor Ciakf3 . The point Xc is on C and 
ti (x - xc) is the Dirac delta function, 

The first term in Eq, (2.3) vanishes both in SI and S2' 
The other two terms vanish because the boundary conditions 
require that the displacements and tractions be continuous 
across the curve C. Thus the global equation 

(2.4) 

incorporates all the conditions mentioned above, Putting 

Ciakf3 (X) = C ;"kf3 + (..1Ciakf3 )O (x), 

where 

..1 C,akf3 = C ~akf3 - C Jakf3 

and 0 (x) is the Heaviside function 

6(x) = !, XEC, 
{

O' XES'I,} 

1, xES2, 

in (2.4), we obtain 

div (C ;akf3Uk,f3(X)) 

= - div (..1Ciakf3Uk,f3(x))6(x) 

+ ..1Ciakf3Uk, f3(xc!n" (xc!8 (x - xcJ, xES. 

In the above derivation we have also used the fact that 

grad 6 (x) = - n(xc )8 (x - xc), 
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(2,5) 

For the integral equation formulation of this boundary 
value problem, we define a Green's function Gkm (x,x') when 
the whole space is filled with the elastic medium whose stiff­
ness tensor is C ~kf3 and the tensor Gkm satisfies the differen­
tial equation 

div(C ;akf3Gkm,/(X,X')) = - tiim 8(x,x'), x,x'ES. (2.6) 

The values of these functIOns are 

Gaf3 (x,X') = Gf3a (x,x') 

= __ 1_{~V2D f3 + ( 1 _ ~) 
817' f.ll a A I + 2f.l1 f.ll 

X~(R 2InR)} a,p, = 1,2, 
JaJp 

G,3(X,X') = - (l/21Tf.ltl(lnR), 

(2.7) 

(2.8) 
(2.9) 

where R = Ix,x'i. 
Multiplying (2.5) by Gim (x) and (2.6) by ui(x), subtract­

ing and integrating over S, and using Green's theorem we 
obtain 

Um(x') = u~(x') - LdiV(..1Ciakf3Uk,f3(X))Gim(X,X') dS2 

+ ..1Ciakf3 ~Cuk,f3(xdl-Gim (xc,x')na (xc!dlc , 
(2.10) 

where die is the arclength along C. Next, we use the relation 

r div(.:1Ciakf3uk, f3(x))Gim (x,x') dS2 Js, 
= ..1Ciakf3 ~Cuk,f3(xdl-Gim(xc,x')na(xc!dlc 

- ..1Ciakf3 r G,m,a(x,x')uk,f3(x) dS2 Js, 
in (2.10), interchange x and x', and get 

(2.11) 

um(x) = u~(x) + ..1Ciakf3 ( Gim,a(X,x')uk,f3'(x') dS~, Js, 
xES (2.12) 

In order to solve the integral equation (2.12) we decou­
ple it and make some changes in the indices so that they take 
the forms 

ua(x) = u~(x) + ..1Cf3yv6 r Gaf3,y(x,X')Uv,6'(X') dS~, Js, 
a = 1,2, xES, (2.13) 

u,(x) = u~(x) +..1f.l r G33 ,y(X,X')U3.r' (x') dS;, xES, Js, 

where..1f.l = f.l2 - f.ll· Setting 

ui(x) = u?(x) + u:(x), 

(2.14) 

(2.15) 

we obtain the integral equations for the disturbed field US (x) 
as 
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U~ (x) = ~f.L r G33•r (X,X')U3.r' (x') dS 2' Js, (2.17) 

Equation (2.14) embodies the antiplane strain problems in 
the two-dimensional elastostatic composite media and has 
been solved by us in Ref. 8, where we have solved various 
kinds of the potential problems in composite media such as 
electrostatics. We shall process here Eq. (2.13), which em­
bodies the two-dimensional plane strain problems. 

3. INTERIOR SOLUTION OF THE INTEGRAL EQUATION 
(2.13) 

To present the systematic approximations we differen­
tiate Eq. (2.13) n times and obtain 

ua.p, .. p.!x) - u~.P,···pJx) 

= ..::l COrvo r G aO.rp, ... p. (x,x')uv.ll' (x') dS 2 Js, 
= ( - 1)" + I..::lCorvo r G a'O'.r'Pj ... pJx,x')uv.o' (x') dS 2 Js, 

xES2, (3.1) 

where thep's have values 1,2. Now, we expand the quantities 
uv•o· (x') in a Taylor series about the origin 0 when x'ES2 so 
that 

( ') 2:00 

1 f (O)} , , u . x = - U x .. ox V,o ,v.b'qi ... q; q., q~ 
$=OS' 

= ! J,{UV.llq .... q,(X)t =ox;, ",x;" (3.2) 
$=OS. 

where the q's also have the values 1,2. Substituting this value 
in (3.1) and setting x = 0 in both sides, we have 

ua.p, ... pJO) - u~.P, ... pJO) 

= ( - l)n + l..::l COrv8 ! J,Tao.rp""P .. ,q, ... q, uv.6q , ... q,(0), (3.3) 
,,=oSo 

where 

= Is G a'{3'.r'p;,,,p~ (O,x')x;, .. ox;, dS 2 
, 

(3.4) 

which depends only on the elastic constants of the host medi­
um and the geometry of the inclusion, 

The inner solution is derived by truncating the system 
of equations (3.3) to a finite number of equations involving an 
equal number of unknowns. Then the coefficients u (0) 

a,PI"'p" 

can be solved in terms of the known coefficients u~,p, ... P .. (0) in 
the Taylor expansion of u~ (x). It emerges fortunately that 
the lowest order truncation gives a close approximation in 
most of the cases and exact solutions for the elliptical and 
circular cylinders. Accordingly, for n = 0, Ua (0) = u~ (0), 
while for n = 1, s = 0, we have 

Ua,p(O) - u~,p(O) = ..::lCOyv8 Ta{3,rp U",8 (0), 

where 
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(3.5) 

and 

Ii ~ taOYp = - - [rln rJdS2, 
817' s,axaaxpaxyaxp 

r = Ixl. (3.7) 

The quantities taOYp are the shape factors. They depend on 
the shape of the inclusion and are totally symmetric and 
dimensionless. 

When we substitute the value..::l C{3rv05 = C ~rvll - C ~rvll 
from (2.1\ in (3.5) we have 

ua.p(O) - u~)(O) 

= ..::lAT"y.ypuy,v(O) 
+ ..::l1l{Ta{3,Yp up,y(O) + Tap.rpur.p(Oj}, (3.8) 

where..::lA = ,.1,2 - AI' 

In the next stage we decompose ua .p into the symmetric 
and antisymmetric parts uap and aup ' respectively, 

uap(x) = !(ua.p(x) + Up, a (x)), 

aap(X),!(ua.p(X) - Up.,,(X)), (3.9) 

and define 

T a~rp = !(TaO.rp ± Tpo.ra ). (3.10) 

Then relation (3.5) gives rise to two relations, namely, 

uap(O) - u~p(O) = ..::lCOrvll T a"p. rp Uv05(O), (3.11) 

aap(O) - a~p(O) = ..::lC/3rvll T c$.rp Uv8(0). (3.12) 

Equation (3.11) is equivalent to 

uap(O) - (..::lAT a"p,{3puvy (O) + 2duT u"p,rpu~)O)) 

(3.13) 

Settingp = a and summing on a, this equation reduces to 

ua.a(O)[ 1 + (..::lA IMdJ 

- (2..::lf.LI Md [t ll /3/3u II (0) + t22/3/3(0)U 22(0)) = u~o(O), 
(3,14) 

where we have used relations (3.6) and (3.10). Similarly, 

1 ( f3Jj.)~1 
u •• (O) =2 a.+y:-

{[ 
a.+(I+..::lA/2..::l1l)0.] 0 

X 1 + u lI (O) 
Y. 

[
a. + (1 +..::l..L 12..::lIl)O. ] 0 } 

+ - 1 U22 (0), E = 1,2, (3.15) 
Y. 

U dO) = [1 + ..::If.L{uI~ I - 4(M I~ I - f.LI~ l)t112J] ~ IU~2 (0), 
(3.16) 

and 

a. = 1 - 2..::l1l [t«aaIMI - 2(M I~ 1_ f.1.1- l)t£<11'I]' 

f3. = - (..::l..L IMI)tuaa - 2..::lf.L [M I~ I - f.LI~ I ]t«'1'1' 

Y. = 1 +..::lA IMI - (2..::lf.LIMdt'l'laa' 

D. = (2..::lf.LIMI)(t.<aa - t'l'laa), (3.17) 

E1=7J, E, 7J = 1,2, and E and 7J are not summed. 
As regards the anti symmetric quantity aap(O) we ob-
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serve that a11(O) = a22(0) = 0 and, therefore, aaa(O) = O. 
Also a~ I (0) = a~2 (0) = O. This leaves only a 12(0) and a 21 (0) to 
be determined. Indeed, by substituting the values of.:l C{3y)'8 

in (3.12) and using relations (3.6) and (3.10) we find that 

adO) = -al2(O)=a~l(O). (3.18) 

4. VALUES OF SHAPE FACTORS FOR VARIOUS 
CYLINDERS 

{O. Rectangular cylinder. Let the rectangular cross section 
have the edges oflength 2a and 2b parallel to the coordinate 
axes with its center at the origin. Their equations are 
x = ± b, y = ± a. Then there are the following nonvanish­
ing shape factors: 

tllll = - ~{2 arctan ~ _ ab }, 
7T a aZ + b Z 

(4.1a) 

tZ222 = - ~{2 arctan ~ _ ab }, 
7T b aZ + b Z 

(4.1b) 

1 [ ab ] 
tll22=t22l1= - -;; aZ +b 2 ' (4.1c) 

2 b 2 a 
t llaa = - - arctan-; - - arctan-. 

7T a 7T b 
(4.1d) 

For a square cylinder, b-a so that the above values 
reduce to 

tllII = tZ222 = ((1!27T)- ~), 

tll22 = t221I = - 1/27T, 

(4.2a) 

(4.2b) 

(4.2c) 

(iJ). Prism. Let the prism have the equilateral triangle whose 
cross section is described by the equations 

y = ± (1!J3)(X + 2a/3); x = a/J3, 

where 2a is the length of each side of the triangular cross 
section and the centroid of this section lies at the origin. 
Then the non vanishing shape factors are 

tIIl1 = tZ222 = 

tll22 = t 2Z11 = 

-~, 

_1 
8' 

(4.3a) 

(4.3b) 

(4.3c) 

{iiO. Elliptic cylinder. It is convenient to introduce the elliptic 
coordinates (s,7]) such that 

x = c coshs cOS7], y = c sinhs sin7], 

where 2c is the focal length. The semimajor axis a and the 
minor axis b are a = c coshso, b = c sinhso, and the bound­
ing curve C of the elliptic cross section (Rather the elliptic 
section is given by xZ/a2 + yZ/b 2.;;; l,s <So) 
x 2/aZ + y2/b 2 = 1 is given by S = So' that is, x = c coshSo 
cos7],y = c sinhSo sin7], where ( ± c,O) are the coordinates of 
the two foci. In this case the non vanishing shape factors are 

tl I I I = -!e - s<> sinhso(2 - coshsoe - 50), (4.4a) 

t2222 = -!e - S<> coshso(2 - sinhsoe - So), (4.4b) 

t I J22 = t2211 = -!e - 2so sinh2so, (4.4c) 

tllaa = - e - So sinhso; tzzaa = - e - So coshso. 
(4.4d) 
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For a circular cylinder these values reduce to 

tllll=t2222= -~, (4.Sa) 

tll22 = t2211 = -~, (4.Sb) 

t llaa = tzzaa = -~, (4.Sc) 

which are the same as for the equilateral prism. 

5. EVALUATION OFTHE INTERIOR DISPLACEMENT 
FIELD 

(O. Square cylinder, equilateral triangular prism, circular 
cylinder. When we substitute the values of the shape factors 
from the previous section into formulas (3.15)-(3.18) we find 
that the values of uap (0) and aap(O) are the same for a prism, 
and a circular cylinder to this approximation. These values 
for a square cylinder, an equilateral triangular prism, and a 
circular cylinder are 

U I 1(0) = HA 1- 1+ B -I ]U~I 0 + HB - I -A 1- J ]U~2(0), (5.1) 

un(O) = HB - I - A 1- I ]U~I (0) + HA 1- 1+ B- 1 ]u~z(O), 
(5.2) 

udO) = U 21 (0) =A 2IU~Z(0); adO) = - azl(O) = a~2(0). 
(5.3) 

where 

Ai = [1 + Ci (.:l,u/,utl], i = 1,2, (5.4) 

_ ( .:l,u + 3LlK) _ 3ai K. + 4bi ,u1 (5.5) B- 1 + , Ci - , 

3K I + 4,u1 3K. + 4,u. 

whileLlK=Ll...t +~Ll,uandKI =...t. +iul.Thevaluesofthe 
quantities a's and b 's for a square cylinder are 

a I = 2/7T, b l = 1!27T + a, 
az = 1 - 2/7T, bz = 1 - 1!27T, (5.6) 

and for the equilateral triangular prism or a circular cylinder 
they are 

a.=a2 =!, b.=bz=~' (5.7) 

From this analysis it follows that the inner displacement 
field in all these three cases is given as 

ul(x) = u~(O) + (u.I(O))x + (udO) + adO))y, 

(5.8) 

UZ(x) = u~(O) + (udO) - adO))x + u22(O)y, 

for xESz, where we have used relations (3.9) in the Taylor 
expansions of u.(x) and uz(x), and u •• (O), udO), uzz(O), and 
adO) are given by (5.1)-(5.7) in terms of the values of 
u~ J (0), u~z (0), u~z (0), and a~2 (0), which can be easily derived 
from the known displacement field u~ (x). 
riO. Rectangular cylinder. Now we substitute the values of 
the shape factor for the rectangular cylinder from the pre­
vious section into formulas (3.17) and obtain 

a I = I - 2.:l,u [ - ! ( M .- I arctan ! ) 
+ ! (M I I - ,u.- I) a2 ~ b 2 ], (5.9a) 

/3. = 2; ( M .- • arctan : ) 
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21jf.l ( - 1 - 1 ) ab 
+ -;;- M 1 - f.ll a2 + b 2 • 

Yl = I + M 1- ILlA. + (4hr)Llf.lM 1- larctan(alb ). 

4 (a b) 81 = -M l-ILlf.l arctan- - arctan- • 
rr b a 

(5.9b) 

(5.9c) 

(5.9d) 

and the values of a 2./32'Y2' and 82 are derived from these 
formulas by interchanging a and b. 

When we substitute these values in formulas (3.15) we 
get the values of the quantities U 11(0) and U 22(0) as 

(
ulI(O)) 1 (All AI2)(U~I(0)) (5.10) 
u22(O) = 2D \All A22 U~2 (0) • 

where 

A II = 2 + M 1- I(LlA. + 2Llf.l) - ~Llf.l (M 1- I - f.ll- I) 
rr 

X ab + :!:....M 1- 1(2Llf.l + LlA. ) 
a2 + b 2 rr 

X (arctan : - arctan ! ). 

AI2 = - LlA.M 1-1[ 1 + ! (arctan! - arctan ~)] 
4 ( I 1) ab - -LlII M 1- - f.ll- • 
rr r- a2 + b 2 

D = [1 + M 1- I(LlA. + Llf.l)] 

{ 
4 ( I I) ab } 

X 1 - -;;Llf.l M 1- - f.ll- a2 + b 2 

16 a b Llf.l 
+ -M 1- 2 Llf.l(Llf.l + LlA. )arctan - arctan- + -. r b a MI 

while the expressions for An and A21 follow by interchang­
inga and b in the above formulas for A II and A 12. respective­
ly. 

Similarly. the value of U dO) is 

[ {
I 4 I I ab } ] - I 

udO) = 1 +Llf.l f.ll- + -;;(M 1- -f.ll- ) a2 + b 2 

X U~2 (0). (5.lIa) 

while 

adO) = a~2(0) + 21jf.l(arctan.k. - arctan~)udO). 
rrJl a b 

r-I (5. lIb) 

The inner displacement field for the rectangular cylinder is 
also given by Eq. (5.8) except that now the values ofull(O). 
u dO). uu(O). and a dO) are given by relations (5.10) and 
(5.11). When b---+a. these results reduce to those for the 
square cylinder. as derived above. 

(iii). Elliptic cylinder. In this case the values of the coeffi­
cients a 1./31'YI' and 81 are 

a 1 = I + 2(e-Sosinhso)L1f.l[lIMI 

- (lIMI - lIf.lde - So coshsoL (5.12a) 

/31 = e - So sinhSo[LlA.IMI + e - sOLlf.l(lIMI - lIf.ld 

X coshSol. (5.12b) 

Y = 1 + LlA. + 2e - 5oLlf.l cosh.E-· 8 - 21jf.l e - 250 
I M M ~o. 1- . 

1 1 M1 
(5.12c) 
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The values of a2./32' and Y2 are obtained from the above for­
mulas by interchanging sinhso and coshso. while 82 = - 81, 

Next, we substitute these values in formulas (3.15) and 
get valuesofu ll (0) and U22(0) from formulas (5.10). where the 
values ofthe A 's and D now are 

A 11= 2 + 2LlA.M 1- Ie - socoshSo + Llf.lf.ll- Ie - 2so sinh2So 

+ 2Llf.lM 1- Ie - 2so coshSo(2coshSo + sinhso), (5.13a) 

A 12 = 2Llf.lM 1- Ie - s" coshSo + f.ll- ILlf.le - 2';" sinh2So 

- 2LlA.M 1- Ie - ';"sinhso - 2Llf.lM 1- Ie - 2s" 

X coshSo(coshSo + 2sinhso), (5.13b) 

D = {I + (LlA. + Llf.l)M 1- I} 
+ {I - Llf.l(M 1- 1 - f.ll- l)e - 2s"sinh2so} 

+ Llf.lM 1- 1{1 + 2M 1- I(LlA. + Llf.l)e - 2sosinh2so}, 
(5.13c) 

and the values of the quantitiesA 21 andA 22 are derived from 
the above formulas for A 12 and All' respectively, by inter­
changing sinhso and coshso' The coefficient u dO) has the 
value 

udO) = [1 +Llf.l-ff.ll- 1 +(Ml-l-f.lil)e-2S"sinh2so}]-1 

XU~2(0). (5.14) 

Furthermore, 

(5.15) 

Finally, by substituting the above values of u 11(0), 
udO), uu(O), and adO) in formulas (5.8), we obtain the re­
quired displacement field inside the elastic elliptic cylinder. 
When So-oo we recover the corresponding values for the 
circular cylinder, as derived earlier. 
(iv). Infinite strip. For an infinite strip - c",x",c, y = 0, 
- 00 <z < 00, we can derive the corresponding formulas by 

taking the limit so-o in (5.12)-(5.15). This yields 

U11(0) = U~1 (0), (5.16a) 

[ (
LlA. + 21jf.l)] - 1 { LlA. 0 o} 

U22(0) = 1 + Ml - MI Ull (0) + u22 (O) , 

udO) = [1 + Llf.lIf.ll1-- IU~2(O), 

a dO) = a~2 (0) - (Llf.llf.l d u dO). 

(5.16b) 

(5.16c) 

(5.16d) 

Substituting relations (5.16a)-(5.16d) in (5.8), we obtain the 
required inner field inside the strip. 

We shall now prove that the above inner displacement 
fields as derived by the first approximation for the elliptic 
cylinder and its limiting configurations of the circular cylin­
der and the infinite strip are exact solutions of the governing 
integral equations (2.13). It is assumed that the infinite host 
medium is subjected to a constant prescribed stress field in 
the absence of the body forces. Accordingly, the known dis­
placement field u~ (x) is linear in x and y. For this purpose, it 
suffices to establish that the integrals 

Iafj,r(x) = i Gafj,r(x,x') dS;, xES2, 
s, 

are linear in x andy when the section S2 is an ellipse because, 
using this result, it follows from Eq. (2.13) that the inner 
solution ua (x), xES2 is also linear in x and y for an elliptic 
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cylinder. This is true since in this case the quantities u",{;' (x') 
are constants and therefore all the terms on both sides ofEq, 
(2.13) become linear in x andy. Accordingly, the above ap­
proximate inner solution for an elliptic cylinder by the first 
truncation of Eq, (3,3) is the exact inner solution, Let us 
therefore prove that Ia{3,r(x), xES2 is linear in x andy, To 
establish this we shall prove that for an elliptic cylinder the 
following relation holds: 

a2 

Ja{3,rpq(x) = la{3,r(x) 
aXpaxq 

= ( Ga{3,rpq(x, x') dS; = 0, p,q = 1,2 xES2, (5.17) 
Js, 

It amounts to proving that for an elliptic cylinder 

{ ~ } -ax-a-,-a-x-a,-,-.. a-x-
a
-.I (Ja{3,rpq(x) x ~ 0 

= {( Ga{3,rpqa,a, ... ajx, X')dS;} = 0, 
J~ X~O 

p,q,al, ... a n = 1,2, n = 0,1,2,3, ... , (5,18) 

To prove this we first observe that 

(( G a{3,rpqa,a, .. aJx, x')dS ;) Us, Ix) ~ (0) 

= ( - tr + Ii Ga'{3',r'p'q'a;ai ... aJO,x') dS; 

= (_1)n+ I ( Ga{3,rpqa, ... aJx,O) dS2 • (5.19) 
Js, 

Also, from relation (2.7) it follows that G a{3 (x,O) involves sec­
ond order partial derivatives of 1 x 12 In 1 xl, Therefore, in or­
der to establish (5.18) with the help of(5.19) we have to prove 
that for an elliptic cylinder 

( a" (r In r)dS2 = 0, al ... a N = 1,2, N~5, 
Js, aal ... aaN 

(5.20) 

Due to the symmetry of the elliptic section S2' (5.20) is obvi­
ously satisfied for all odd values of N~5. Therefore, it re­
mains to prove that 

Is 
a2L 

----I(rlnr)dS2 = ° a l, ... ,a2L = 1,2, L>3. 
s,aa l .. ·aa2L 

(5,21) 

Now for the elliptic section S2:x2/a2 + y2/b 2<; 1, rela-
tion (5.21) reduces to 

- - (rlnr)dS2 = 0, i am (a )2L-m 

x'la'+y'lb'.;;.l ax';' aX2 

0<;m<;2L 

which is again true for odd values of m because of the sym­
metry of the region of integration. It therefore remains to 
prove that 

( {~(~)2IL - n
l
(rlnr)}dS2 = 0, 

JX'la' + y'lb'.;;.l ax~n aX2 

O<;n<L for L~3, (5.22) 

Now the integrand in (5.22) is of the form (lIrlL - II) 

1438 J, Math. Phys" Vol. 23, No, 8, August 1982 

X {ancos2 L¢ + bncos(2L - 1),,6}, where the coefficients 
an and bn depend on the values of the integer n while 
dS2 = r dr d¢, Accordingly, this equation becomes 

~i~f~ 0 [ {an cos2L¢ + bn cos2(L - 1)¢ } 

+ l lcosl¢/a' + sin'¢lb') '/'~]dA. = ° 
Of' if L>3, (5.23) 

r~. rL - 3 

where we have excluded an infinitesimal region lying inside a 
circle of radius € with center (0) form the domain of integra­
tion and have used the polar form of the ellipse, namely, 
r = (cos2¢ /a2 + sin2¢ /b 2)-112. The value of the inner inte­
gral in (5,23) is 

1 {_1 __ (COS2¢ + sin2¢)L - 2}, 
(2L - 4) cL - 4 a2 b 2 

which can be expressed in terms of the known coefficients Cm 

as 

(2L ~ 4) {~2L41 - :~>mCOS2m¢ }, 

which when substituted in (5.23) makes it an identity in view 
of the orthogonal properties of the trigonometric cosine 
functions, and we have completed the proof that the very first 
approximation for the elliptic cylinder is an exact solution. 

6. HIGHER ORDER APPROXIMATIONS 

Let us now display the power of the method by present­
ing the estimate of the accuracy of the first lowest order 
approximation for those configurations for which it does not 
yield an exact solution. Let us, for example, take the case of 
the square cylinder. For simplicity we consider a purely 
plane static strain 

(6,1) 

applied to the host medium before inserting this cylinder. 
Then 

UI~I (x) = U2~2(X) = U, UI~2(X) = U~,I (x) = 0, (6.2) 

so that 

u~(x) = Ux, u~(x) = U y. (6.3) 

By symmetry, there are the following three independent 
nonzero coefficients in the Taylor expansion of the displace­
ment field Ua (x) inside the square cylinder, 

A = UI,I (0) = U2,2(0), 

B = UI,III (0) = U2,222 (0), 

C = U I •222 (0) = U2,III (0). 

(6.4a) 

(6.4b) 

(6.4c) 

From Eq. (3.3) iffollows that for the second approxima­
tion we take n = 1, s = 2 so that 

ua,p(O) - u~,p(O) 

= C{3rv t; [Ta{3,rpuy,{;(O) + (1I2!)Ta{3.rp,q,q,u y,{;q,q,(0)). 
(6.5) 

Identifying p with a because of the symmetry consider­
ations and using (6.2), the above relation reduces to 

[1 - (.L1A + .L1J.L)Ta{3,{3a )A - (.L1J.L12)Ta{3,{3a,{3{3B 

- (.L1J.L/2) [2 Ta{3,ra,{3r - 3 Ta{3.{3a,{3{3 )C = U, 
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where an index appearing four times is to be successively set 
equal to 1,2 and then summed. 

Similarly, for n = 3, s = 2, relation (3.3) yields 

ua,P,P.P, (0) = .6Cprv.5 [Tap,yp, P. p,,uv.5 (0) 

+ !T aP.yp, P.P,.q, q. uy,5q,q. (0)]. (6.7) 

Identifyingpi with a in (6.7) andp3 withpz, we have 

ua,app =.6 Cprv5 [TaP,rapp Uy,5 (0) + !T aP,yapp,q,q. Uy,l)q,q. (0)], 

which reduces to 

To find the third relation for A,B, and C, we set 
a = PI = pz = P3 in (6.7) and obtain 

C [2 + .6,u {TaP,/Jaaa, IT + 2 TaP, yaaa,Pr - 4 Tappaaa,PP } ] 

(6.8) 

= - 2A (4,.1, +.6,u)TaP,tJaaa' (6.9) 

To derive the values of A ,B, and C we evaluate the shape 
factors of orders six and eight occurring in Eq. (6.6), (6.8), 
and (6.9), For the square cylinder the required values are 

Tap,Pa = - M 1- I, Tap.pa,pP = 2M 1- 1(2/11' - ~) 

=0.28M I-I, 

Tap,Paaa,rr = (12/11')M 1- 1= 3.6M 1- \ Tappaaa 
= - (2/11')M 1- I = - 0.64M 1- I, 

Tap,Paaa,PP 
= 6,u-1 + (2/11' - 4)M I-I = 6,ut 1_ 3.36M 1- I, 

TaP,raaa,Pr = ,ul-- 1(3 - 6/11') + (M 1- 1_ ,ul- 1)( - 3 + 3/11') 

= 3.12,u1-1 - 2.04M I-I, 

Substituting these values in Eqs. (6.6), (6.8), and (6.9), 
which we solve for A,B, and C, and get 

A = ([I + M 1-1(.6,.1, + .6,u)] 

(0.1536).1,u(.6A + .6,u)M 1- 2 } - IU 
- [1 + .6,u{6.48M 1- I - 8.88,u1- I}J , 

(6. lOa) 

C = - B = 0.64(.6,1 + .6,u)M 1- I 

X{l +.6,u[6.48M I-
I -8.88,u1-1]}-IA. (6. lOb) 

Now, when u~(x) = Ux, u~(x) = U y, we have from the 
first approximate inner solution for a square cylinder as giv­
en by Eq. (5.1 )-(5.6), 

( 
.6,u + 3.6K ) A = U I dO) = ulI(O) = 1 + U 

. 3KI + 4,u1 

( 
4,u + .6,1) = 1 + MI U = U2,2(0), 

udO) = 0 = U 2,I (0), 

(6,lla) 

(6.llb) 

Note that we do not get any information about the values of 
the coefficients Band C. When (.6,1 )M 1- I, (.6,u)M 1- I, and 
(.6,u),uI- I are very small, the value of A in (6.11) obtained 
from the first approximation is almost equal to that obtained 
by the second approximation (6. lOa), 

7. CYLINDRICAL CAVITY AND STRAIN ENERGY 

When the inclusion is a cylindrical cavity of an arbi-
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trary shape we have 

,12 =,uz = 0; .6,1 = - AI>.6,u = - ,ul; 

.6 C Prv5 = - C bytJ5 . 

Let us assume that the whole infinite medium is subjected to 
the constant stress field T~(X), where 

T~dx) = ~2(X) = T; T~z(X) = 0 x €S. (7.1) 

Hence, 

(7.2a) 

U~(O) = u~(O) = 0; 

U~.I (0) = u~,z(O) = T = U~I (0) = u~z(O), (7.2b) 
2(,11 +,ul) 

a~z (0) = 0, ul,z(O) = U~,I (0) = U~I (0) = u~z (0) = (0). 
(7.2c) 

It follows from Eqs. (3.1.5) and (3.16) that the first approxi­
mation yieldS the inner displacement field solution 

UI(X) = ul,I (O)x, uz(x) = (U 2.2(0)lY, x ESz, (7.3a) 

where 

u .. (O) = u •• (O) = 1.[ 1 ] 
. 2 (,.1, I +,uI)(a.y.+f3.t>.) 

X [a. + (1 + ~J8.]. (7.3b) 

a. = 1 + 2,uI[t:;;~ - 2(M I-I -,ul- I)t .. ",,], (7.3c) 

f3 A I 2(M - I - I) • = -t.wa + I -11-1 t""", 
MI 

(7.3d) 

Al 211-1 
y. = 1 - - + -t""aa' 

MI M] 
(7.3e) 

- 211-
8. = T(t""aa - t.wa ), (7.3f) 

] 

while €# 1] and E,1] are not summed. Consequently, the inner 
stress field vanishes, i.e., 

(7.4) 

as expected. Using boundary conditions across the curve C, 
we get 

u](xcl = ul(xcll + = (ul,I (O))xc; 

uz(xcl = uz(xcll+ = (U Z,2(O)lYC' 

'Tna(xcl = 'Tap(xcll+np(xc) = 0, 

(7.5a) 

(7.5b) 

where Xc = (xc,ycl and UI,I (0) and UZ•2 (0) are given by (7.3). 
As in (2.15), the stress field TaP(X) can be written as 

(7.6) 
where r,.p(x) represents the disturbance in the constant ap­
plied stress field 'T~/J(x) due to the presence of the cylindrical 
cavity in the host medium. Substituting relations (2.15) and 
(7.6) in (7.S) we have 

U~ (xcl = (u l ,] (O))xc 
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(7.7a) 

r"a(xcl = ~p(xcll+fip(x) = - 'T~p(xcll+fip(xcl, 
(7.7b) 

r,,/(xcl = - Tfi1(Xcl, r,,2(xcl = - Tfi 2(xcl, (7.7c) 

r"n(xcl = r"a ,za(Xcl = - T, (7.7d) 

where we have used the results (7.1) and (7.2). 
The elastic energy E stored in the host medium per unit 

height due to the presence of the cylindrical cavity is given as 

E = - ~£(U~ (xclfia (xclr"n (xcldle 

+ !£~ (u~ (x)fia (xe~ ))r"n (xe~ )dle~ , (7.8) 

where the second integral vanishes when we appeal to the 
known far-field behavior of u~ (x) and r"p(x). When we sub­
stitute the values of u~ (xc), r"n (xc) from (7.7a) and (7.7d) in 
(7.8), we get the required formula for E, 

(7.9) 

where ul,1 (0), U Z•2 (0) are given in (7.3) in terms of the shape 
factors of the inclusion. Since the inner solution was derived 
by using the first approximation, we find that formula (7.9) 
for E is exact for elliptic cylindrical and circular cylindrical 
cavities as well as for an infinite crack. 

We now derive the expressions for the strain energy E 
per unit height for different configurations. 

(i). Elliptic Cylindrical Cavity. The ellipse C is given by 

Xe = C COSh50 cOS1J, Ye = c sinh50 sin1J, 

n1(xcl = sinh50 cos1Jlho' n2(xcl = COSh50 sin1Jlho, 

ho = (cosh150 - COS21J) 1 
11, die = hocd1J. 

Substituting these values in (7.9) we get 

T (2"[ 
E = ~2 sinh50 COSh50 Jo (u '. 1 (0))COS

2
1J 

+ (U Z•2 (0))sin21J - T ]d1J' 
2(Al + ,u,) 

= rr2Tc1sinh50cosh50[Ul,l(0)+U2,2(0) _ T ], 
(A, +,ud 

(7.10) 

where UE.E(O) are given by (7.3b). When we put the values of 
the shape factors for the elliptic cy linder from (4.4) in (7.3) we 
derive the values of u<.€ (0), which when substituted in (7.10) 
yield 

E - Trr 2 • h2J;- [ TM,cosh250 ---c sm ~o 
4 ,u ,(A 1 + ,u, )sinh250 

= T2rr[a
2
+b

2 + (a-b)2], 
4 ,u, A, +,u, 

where a and b are the semi principal axes of the ellipse C. 
When b---+(J in (7. 11), we derive the corresponding resul t 
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for a circular cylindrical cavity of radius a, namely, 

T2rr 2 T2A 
E=-a =-, (7.12) 

2,u, 2,ul 
where A = rra2 is the area enclosed. 

When b~O, in (7.11) we obtain the corresponding result 
for the infinite crack of width 2a, 

Ixl<a, y=O, -oo<Z<oo. 

This value is 

E= T2rra
2 !..!.. + 1 1= T2rra

2
M, . (7.13) 

4 ,u, A, +,u, 4,u, (A, +,u d 
Even this limiting formula appears to be new. 
(ii). Square Cylindrical Cavity. In this case, C consists of 
four sides of the square of length 2a with center at 0, that is, 

Ixl<a, y= ±a; Iyl<a, X= ±a. 

When we substitute the values of the shape factors from Eq. 
(4.2) in (7.3), we obtain 

U l.l (0) = UZ.2 (0) = TM,/2,u dA, +,u I)' 

so that formula (7.9) yields, in this case, 

E 4T[ TM, T ]fa =- ady, 
2 2,u dA, +,u,) 2(A, +,u,) a 

or 

(7.14) 

whereA = 4a2 is the area enclosed by C. This formula agrees 
with (7.12) for the circular cylindrical cavity. 

8. EXTERIOR SOLUTIONS 

To derive the displacement field in the host medium we 
again appeal to the governing integral equation (2.13), valid 
in the entire plane S. In this equation we now substitute the 
value of the displacement field in the guest medium, which is 
valid up to the surface of the cylinder. To understand the 
method let us first discuss the case of the circular cylinder. 
(i). Circular Cylinder. Let us assume that the prescribed 
stress field is such that we have the uniform tension Tin the 
direction of the x axis before the cylinder is inserted in it. 
Accordingly, the displacement components are 

u~(x)= T(A,+2,udx , u~(x)= -A,Ty . (8.1) 
4,u 1 (A, +,u,) 4,u , (A, +,u,) 

In terms of the polar coordinates x = r cost?-, y = r sint?-, this 
assumption yields the following displacement and stress 
fields: 

u~(x) = (TrI2Ed(1 + 0',)[(1 - 20',) + cos2t?-1, (8.2a) 

u~(x) = - (TrI2Ed(1 + 0',) sin2t?-, (8.2b) 

'T~r(x) = (T /2)(1 + cos2t?-), (8.3a) 

T~LI(X) = - (T 12) sin2t?-, (8.3b) 

'T~'1(X) = (T 12)(1 - cost?-), (8.3c) 

where E is Young's modulus and 0' is Poisson's ratio, 

E = ,u(3A + 2,u) . 0' = A 
A + ,u' 2(A + ,u)' 

and the subscript 1 stands for the host medium as before. 
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Exact Interior Solution in the Region r < a. Recall that 
relation (5.8) gives the exact value of the displacement field 
inside the circular cylinder for a general prescribed uniform 
stress field at infinity. For the present case of the uniform 
tension T in the direction of the x axis, it reduces to 

(8.4a) 

(8.4b) 

(8.4c) 

uil(x) = (8.4d) 

for r<a. 

From these values we find that the interior stress field is 

Trr(X) = f-l2T(1 - O"d{ 1 
(1- 20"2)f-l1 +f-l2 

2cos2~ } + , 
f-ll + (3 - 40"1)f-l2 

(8.5a) 

Tril(X) = - f-l2T(1 - O"I){ 2 sin2~ }, 
f-ll + (3 - 40"df-l2 

(8.5b) 

TiIiI(x) = f-l2T(1 - O"d{ 1 
[(1 - 20"1)f-l1 + f-l2] 

2cos2~ } 
- [f-ll + (3 - 40"df-l2] . 

(8.5c) 

As far as we are aware, the exact solutions (8.4) and (8.5), 
even for such a simple boundary and such a simple pre­
scribed field, are given here for the first time. 

To derive the displacement field in the region r> a we 
appeal to the integral equation (2.16), namely, 

u~(x) = .::lCfjyv.5 L Gafj,y(x,x')uv . .5' (x')dS;, a = 1,2. 

• (8.6) 

When we substitute the values of constants uv ,.5' (x) as calcu­
lated from the linear interior solution (8.4) and use (2,1) to 
write down .::lCfjyv.5 explicitly, we obtain 

u~ (x) = (,12 - ,1d [T(1 - O"Il(1 - 20"2)] ( Glyy(x,x')dS; 
[(1- 20"2)f-l1 +f-l2] Js, ' 

+ 21j..t2 - f-l1)1, [GII,dx,x')UI,1 (x') 

+ GJ2,2 (x,X')U2,2 (x')]dS ;, r>a. (8.7) 

Next, we substitute the value of the Green's functions (2.7) in 
(8.7). The values of R 2 and In R in (2.7) for the present case 
are 

R 2 = r + r'2 - 2rr'cos(~ - ~ ') 

1441 J, Math, Phys" Vol. 23, No, 8, August 1982 

and 

lnR = lnr - I (~)n cosn W - ~ '), r> r', 
n~ I r n 

After carrying out the integration in (8.7) and simplifying, 
we obtain that formula for u; (x). Similarly, we derive the 
value of u~ (x). They finally yield 

s A [ B 2C ] ur(x) = - + - 1"" + -(1 - O"d cos2~, 
r r r 

U~(x) = - [~ + ~(l - 20"d] sin2~, r>a, 

, [A (3B 2C) ] Trr(X) = 2f-l1 ----;I + ---;;- - ----;'2 cos2~ , 

(8.Sa) 

(S,Sb) 

(8,9a) 

T;iI(X)=2f-l1[3r~ - ~]sin2~, r>a, (8,9b) 

T~iI(X) = 2f-l1 [~ - 3r~ COS2~], r> a, (S.9c) 

where 

A = Ta2 (1 - 20"2)f-l1 - (1 - 20"1)f-l2, 

4f-l1 (1 - 20"2)f-l1 + f-l2 

B = Ta
4 

Ij..t I - f-l2) , C = 2B 
4f-l1 f-ll + (3 - 40"1)f-lz' aZ

' 

These formulas agree with the ones given by Goodier'! and 
by us. JO 

(ii). Elliptic Cylinder, Let us assume that the whole host me­
dium is subjected to a uniform tension Tapplied in the direc­
tion making angle a with the x axis before the guest elliptic 
cylinder is inserted, Therefore, 

T [2(,11 + f-l Ilcos2a - ,1ll Tsin2a 
u~(x) = x + --y, 

4f-l1(,1 1 + f-ld 4f-l1 
(S,lOa) 

(S.lOc) 

(S.lOd) 

(8. We) 

(8. lOt) 

Accordingly, the exact linear interior solution in this 
case follows from Sec. 5 to be 

uI(x) = UII(O)x + (udO) + adO)lY, 

UZ(x) = (un(O) - an(O))x + udOlY, (8.11) 

xES2, 

where uafj(O), adO) are given by Eqs. (5.10), (5.13)- (5,15) in 
terms of known constants u~fj(O), a~2 (0) defined in (8.lOd), 
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(S.lOe), and (S.IOf'). 
We again use the elliptic coordinates x = (S,'1/) as intro­

duced in Sec. S and process the integral equation (S.6), which 
we write as 

U~(x) = - ,jAl Ga /3,/3' (x,x')U.5,.5' (x')dS; 
s, 

- ,jill Ga /3,r' (x,x') [U/3,y' (x') + Uy,/3' (x') ]dS;, 
s, 

s>so, (S.12) 

where S2 is the region S < So and we have used the property 
Ga/3,y(x,x') = - GafJ•y' (x,x'). When we use the inner solu­
tion (S.11) and apply Green's theorem, the above equation 
reduces to 

U~(x) = - ,jAUM(O)t[Gal (x,x')i + Ga2 (x,x')i].ii(x'cld/ ~ 

- ,jilt [U/31 (O)Ga/3(x,x')i + U/32 (O)GafJ(x,x')j].ii(x~ )d/ ~ 
- ,jilt [u l /3(O)Ga /3(x,x')i + U2fi(O)Ga/3(x,x')j].ii(x~ )d/~. 

(S.13) 

where i and j are the unit vectors along the x andy axes and 
dl ~ is the element of length along the elliptic contour C, 
whose equation is S = So' and constants 
ua/3(O) = ua ./3' (x') = ua/3(O) + aa/3(O), X'E S2' 

We we substitute the values of Green's functions from Eq. (2.7) in (S.13), we readily obtain 

1) J2 ] - - -- 12(x) 
III JxJy 

(S.14a) 

S>So, (8.l4b) 

where 

II(x) = f~o(R 2lnR )s'=so sinhso cos'1/'d'1/' = C~1TSinhso![ it'-3scosh3So -!e 5coshSoj cos3'1/ 

- [escoshso + !e - 35coshSo + e - S (3coshSo + !cosh3so) 1 cOS'1/ - 4coshscoshSocos'1/ln{ce5/2l!, s> So. (8.lSa) 

12{x) = f~ orR 21nR )5' = So coshSosin'1/' d'1/' = !c21TcoshSo! [ it' - 35sinh3So - !e - 5sinhso] sin3'1/ 

- [e5sinhSo + !e - 3ssinhso + e - S (!sinh3So - 3sinhso)]sin'1/ 

- 4sinhS sinhso sin'1/ln{ceS 12)}, s> So' (S.lSb) 

and we have used the relations 

R 2 = Ix - x'12 = (c2/2)! cosh2S + cosh2S' + cos2'1/ + cos2'1/' - 4coshscoshs 'COS'1/COS'1/' - 4sinhSsinhS 'sin'1/sin'1/'l 

and 

InR = s - In(~) - 2! e - ns [cosh(nS ')cosn'1/cosn'1/' + sinh(nS ')sin n '1/ sin n '1/'], s> s '. 
C nl n 

To obtain the expressions for u~ (x) and u~ (x) from for­
mulas (S.14), we require the differential operators 

~ = _l_(Sinhs COS'1/~ - coshs Sin'1/~)' (8.l6a) 
Jx c2h Js J'1/ 

!.. = _l_(coshSSin'1/~ +sinhsCOS'1/~)' (S.16b) 
Jy c2h Js J'1/ 
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I 

and the relation h 2 = cosh2s - COS2'1/. Now, we substitute 
the values of the integrals [I(X) and 12{x) from (8.1S) in (8.14) 
and use the above formulas to obtain the required expres­
sions for the exterior displacements u~ (x), u~ (x) in the elliptic 
coordinates. From these solutions we can evaluate the outer 
stress field ":/3 (x) or 1'a/3(x). All these expressions are quite 
cumbersome except the expression for 1'aa(x), which is of 
great physical significance to evaluate the stress intensity 
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factor. When the guest elliptic cylinder is a cavity, 'Taa(x) is 
given as 

Taa(X) = ~a(x) + r"a(x) = T + 2(AI + JLI)U~.a(x), 
5>50' (S.17) 

The value of u~,a (x) needed in the above formula follows, 
from Eq. (S.14), to be 

US (x) = _c_(L1AU.s.s(O) + 2L1JLUII(0))~(V2II(x)) 
a.a S1TM

I 
ax 

+ -C-(L1AU,o;.s(O) + 2L1JLudO))~(V212(x)) 
S1TM I ~ 

But, by using (8.15) and (8.16), we have 

V2(II(x)) = - 41T sinh2So e - sCOS'T/, 

5>50' 

(8.18) 

V2(I2(x))= -41Tsinh2Soe- ssin'T/, 5>50' (S.19) 

Substituting relations (8.19) in (8.18) and again using formu­
las (S.16) we have 

(S.20) 

Furthermore, the values of the coefficients U 11(0), unlO) occurring in this result are given by Eq. (3.15), which yield 

I [a l + YJ - a2 + Y2 + 2(1 + L1A /2L1JL)odu~1 (0) + [a J - YJ - a2 - Y2 + 2(1 + (L1A /2L1JL)od]u~2(0)J 
U 11(0) - u22(O) = ..:....:....~.:..-.:.....:.......--=-~-..:........---:.......:....-=--....:...:....:....:.....---=---=-....:.....-=---.::.......:.......:....:...-..:........-...:--...:......:--=---=:.......:.......:... 

2(a JYI + f310d 

where u~ I (0) and U~2(0) are given by (S.IOd) and (S.IOe) while 
a l ,a2,{JI'Y.'Y2,OI are given by (5.12). Similarly, the value of 
u 12(O) in (S.20) is given by (5.14) in terms of U~2 (0) which, in 
turn, are defined in (S.IOt). Thereby, all the terms in (S.20) are 
known and u~.a (x) is completely determined. When this val­
ue is substituted in formula (S.17), we obtain the required 
value of T aa (x), 5> So· 

The expression for T aa (x) is further simplified when the 
guest elliptic cylinder is a cavity. In this case,A2 = JL2 = 0, so 
that L1A = - AI' L1JL = - JL I and we find from the above 
results that 

(0) _ (0) _ TMI [e2socos2a - 1] 
U II U 22 - , 

2JL I (A I + JL I )sinh250 
(S.22a) 

(0) 
_ TMle2sosin2a 

U I2 - ----~-------

4JL I (A I + JL I )sinh250 ' 
(S.22b) 

U~.a(X) 

= T [(cos2'T/ - e - 2S)(1 - e2socos2a) - e2s"Sin2asin2'T/] 

2(AI + JL.)(cosh2S - cos2'T/) 
5> So' (S.22c) 

and consequently Eq. (S.17) yields 

Taa(X) = 'Tg(x) + T'I'I(X) 
T [sinh25 - e2Socos2( 'T/ - a) + e - 21s - solcos2a ] 

[ cosh25 - cos2'T/ ] 

5>50' (S.22d) 

Formula (S.22d) agrees with the one given by Muskhelisvili4 

and serves as a check on our analysis. 
Since, in the case of the elliptic cylindrical cavity 

'Tss(So,'T/) = 0, relation (S.22d) yields 

T [sinh250 - e2Socos2('T/ - a) + cos2a] 
'T'I'I(So,'T/) = --=---~---....!...!.-......!.......:.......:-~ 

[cosh250 - cos2'T/] 
0<1]<21T. (8.23) 

Hence, the intensity factor T~'I (50''T/) for the elliptic cylindri-
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J 
cal cavity is 

* (E: ) _ T'I'I(So,1]) 
T'I7/ ':10''T/ - T 

[sinh250 - e2s"cos2('T/ - a) + cos2a] 

[cosh2So - cos2'T/] 

(S.21) 

O<'T/<21T. (8.24) 

When we let c---+o, 50- 00 , 5-00 such that c sinh5 0' cco­
shSo-o, csinh5, ccosh5-r, then formulas (S.22d) and (S.24) 
reduce to the corresponding relations for the circular cylin­
drical cavity, 

Trr(r,t?) + T~~(r,t?) = T [I - (2a 2/,z)cos2(t? - a)],r> a, 
(S.25a) 

'T~~(a,t?) = T~~(a,t? )/T = ! 1 - 2cos2(t? - all, 

O>t?>21T, (S.25b) 

which agree with the known results.9 

When 50---+0 in (S.24) we get the corresponding results 
for an infinite crack Ixl <c,y = 0, Izl < 00, 

[cos2a - cos2('T/ - a)] 
T:x(X,O) = , 'T/ = arccos (x/c), 

[I - cos2'T/J 

Ixl <c. (8.26) 
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In the present paper we introduce a new method of treating the scattering of transient fields by a 
bounded obstacle in three-dimensional space. The method is a generalization to the time domain 
of the null field approach first given by Waterman. We define new sets of time-dependent basis 
functions, and use these to expand the free space Green's function and the incoming and 
scattered fields. The scattering problem is then reduced to the problem of solving a system of 
ordinary differential equations. One way of solving these equations is by means of Fourier 
transformation, and this leads to an efficient way of obtaining the natural frequencies of the 
obstacle. Finally, we have calculated the natural frequencies numerically for both a spheroid and 
a peanut-shaped obstacle for various ratios of the axes. 

PACS numbers: 03.40.Kf, 02.30.Jr 

I. INTRODUCTION 

The radiation and scattering of transient waves have 
attracted much past and present interest, and many impor­
tant applications can be found, for instance, in electromag­
netics or geophysics. The standard approach to such prob­
lems is to apply a Fourier (or Laplace) transform. The 
transformation back to the time domain may then be cum­
bersome---often asymptotic or numerical techniques must 
be employed. Other approaches have also been proposed 
working directly in the time domain. Thus one can formu­
late and solve various types of integral equations or one can 
solve the wave equation numerically by a finite difference 
approach. 

In the present paper we introduce a new method to treat 
the scattering of transient waves by a bounded obstacle in 
three-dimensional space. The method has many features in 
common with the null field approach (also called the ex­
tended boundary condition or T matrix method) first intro­
duced by Waterman. I This approach has so far been applied 
mainly to stationary problems (but also to static ones), 
though by integrating in frequency it is of course possible to 
obtain solutions also to transient problems." 

The essential and novel in our method is the introduc­
tion of two new sets of basis functions containing a timelike 
parameter instead of the frequency. These functions have a 
rather elementary appearance, but it seems that they are not 
to be found in the literature. Once we have the sets of basis 
functions and the expansion of the Green's function in these 
sets, the same ideas as in the ordinary null field approach can 
be used. This leads to a set of coupled ordinary differential 
equations in the timelike parameter with constant coeffi­
cients that are integrals over the surface of the obstacle. 

These differential equations can be solved by various 
techniques. One possibility is to apply a Fourier transform, 
and we then have an efficient way of obtaining the natural 
frequencies of the obstacle. By this technique we can also 
calculate the surface and scattered fields. We have per­
formed numerical computations of the natural frequencies 
for both a spheroid and a peanut-shaped obstacle for various 
ratios of the axes. 

II. BASIS FUNCTIONS 

Consider the scattering of a transient wave by a bound­
ed obstacle in three-dimensional space. We treat the case of a 
scalar field u, which thus satisfies the wave equation 

V2u =~ a
2
u 

c2 at 2' 
(2.1) 

where c is the wave velocity. The surface S of the obstacle 
must be sufficiently smooth to allow an application of the 
divergence theorem. To simplify the formulas, we take ho­
mogeneous Dirichlet's boundary condition on S: 

u(r) = 0, r on S. (2.2) 

Our origin is chosen somewhere inside S. 
By introducing the free space Green's function G it is 

easy to derive the following integral representation3 

foo dt,( dS '{U + (r',t') ~ G (r,t;r',t ') 
- 00 )s an 

- G(r,t;r"t')[a~,U(r"t')] + } 

i( ) {u(r,! ), r outside S, + U r,t = 
0, r inside S. 

(2.3) 

Here a Ian is the normal derivative on Sand ui is the pre­
scribed incident field. As in the ordinary null field approach, 
(2.3) is the basic formula from which we derive our equa­
tions. The idea is to expand all fields in some global sets of 
functions and then compute the surface field from the sec­
ond line of (2.3) and thereafter the scattered field from the 
first line. 

The explicit form of the Green's functions is 

G( t.' ')_ 8(lr-r'I/c-(t-t')) r, ,r ,t - , 
41Tlr - r'l 

(2.4) 

and its expansion as a Fourier integral and in spherical waves 
IS 

i foo . I ') UJ G(r,t;r',t')=- dUJe-,wt-t_ 
21T - 00 C 
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Hereil and h }ll are the spherical Bessel and Hankel func­
tions, respectively, and r < (r> ) means the smaller (bigger) of 
rand r'. We use a normalized real spherical harmonic, 

Y (f)=Y (f) ) = [~ 21 + 1 (I + m)l ]112 
n uml ,q; 21T 2 (/- m)l 

(
cosmq;) XP7'(cosf)). , 
smmq; 

(2.6) 

where Em = 2 - 8 mO and P 7' is a Legendre function; CT = e,o 
(even,odd), m = 0,1, ... ,/, and I = 0,1,···. The summation over 
n in (2.5), of course, denotes a triple summation over CT, m, I. 

The expansion (2.5) is not quite the form of the Green's 
function that we want. Using it, we would simply obtain the 
standard formulas of the stationary null field approach, but 
with a frequency integral in the solution to obtain the tran­
sient behavior. We keep the expansion in spherical harmon­
ics in (2.5), but the frequency expansion is now modified. 
Multiply by the factor 

1 f'" f'" - dr dol exp(i(r - t ')(w + w')] = 1, 
21T - 00 - '" 

(2.7) 

and change the order of integrations to get 

G (r,t;r',t ') = ..!.. If'" dr Re"'n (r;r',t ')"'n (r;r,t), r> r'. 
a n - 00 

(2.8) 

We have here assumed that r> r'. The basis functions are 
defined by the following integrals: 

RetPn(r;r,t) = - dw e-1w(t-TI(wa/c) - JI(wr/c)Yn(f) 1 f'" . 
21T - '" 

(2.9) 

and 

"'n(r;r,t) = -2
i f'" dw e-iW(t-TI(wa/c)l+ lh }ll(wr/c)Yn(f). 
1T -00 

(2.10) 

The extra factors of ware introduced to ensure the conver­
gence of the integrals at the origin, and c and the length a 
(which is at our disposal) are inserted for dimensional pur­
poses. The integrals can in fact be performed analytically. 
For the regular function we obtain the following very explic­
it form4

: 

(2.11) 

That this is indeed a solution of the wave equation is easily 
demonstrated, but it seems that this fact has not been noted 
in the literature. Differentiating 1- k times with respect to t, 
we easily see that 1'-1(1 - (ct /r)2)kIZP7(ct /r)Yn(f) is also a 
solution of the wave equation. Because of the connection 
between the rand t dependence Re"'n (r;r,t) is not that ele­
mentary, though. We see that it is unbounded as r-oo, ex­
cept for I = 0 and 1. On the other hand, it is regular at the 
origin. The function with I = 0 is exceptional: It goes to zero 
at r_ 00, it has ajump discontinuity at r = cit - rl [whereas 
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forl #ORe"'n (r;r,t ) is continuous] andithasa8 (t - r)singu­
larity at r = 0 [cf. (2.9)]. Except for the restriction on the 
region of validity, Re"'n (r;r,t) for 1= 0 is in fact a static solu­
tion of the wave equation. 

For the outgoing basis function the integration in (2.10) 
gives5 

a (a)' I (C)k "'n(r;r,t) = - - I (- l)l-kSlk -
r c k=O r 

X8(1- kl(r - t + r/c)Ynlf), 

(2.12) 

where 

Sik = (I + k )1/2kk 1(1 - k )1. (2.13) 

That this "function" represents an outgoing spherical wave 
is immediately clear. As it will always appear in an integral 
over r or t the appearance of 8('- k I will lead to simplifica­
tions in the following. We note that, apart from normaliza­
tion, '" eOO (O;r - r' ,t - t ') is just the free space Green's 
function. 

By inverting the Fourier transform in (2.9) we obtain 

e - iW'j,(wr!c)Yn (f) = (wa!c)J: '" dr e - iWT RetPn (r;r,t). 

(2.14) 

This gives us an easy way to relate the expansion coefficients 
of the two types of expansions. Assume the following expan­
sions of some sufficiently regular function/(r,t ) (which must 
satisfy the wave equation): 

/(r,t) = ~ f: '" dw In (w)e - iW'j1 (wr/c) Yn (f) 

= ~ f: '" dr in (r) RetPn (r;r,t). (2.15) 

We then have the relations 

in(r) = f: 00 dwln(w)(wa/c)le-iWT (2.16) 

and 

In (w) = (l/21T)(wa/c) - J: 00 dr in (r)eiWT. (2.17) 

Thus we see that the expansion in our regular basis functions 
can be computed with the help of the ordinary Fourier ex­
pansion. In this way it should also be possible to show the 
completeness of our regular functions. Similar consider­
ations as for the regular functions hold, of course, also for the 
outgoing ones, so there is no need to write down the corre­
sponding equations. 

The expansion (2.8) of the Green's function holds only 
for r> r'. By using the reciprocity relationship for the 
Green's function we have for r < r' 

G (r,t;r',t') = G (r', - t ';r, - t) 

=..!.. If 00 dr Re"'n(r;r,t )"'n( - r;r', - t 'I, 
a n - co 

r < r', (2.18) 

where we have also used the fact that RetPn (r;r,t) is even in 
r-t. 
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III. REDUCTION OF THE SCATTERING PROBLEM 

We now return to our scattering problem as stated in 
the beginning of the previous section. Ifwe insert the bound­
ary condition (2.2) in the integral representation (2.3), we 
obtain 

-I: 00 dt 'l dS' G (r,t;r' ,t ')v(r,t ') + ui(r,t ) 

= {u(r,t), r outside S, 
0, r inside S, 

where we have defined 

(3.1) 

v(r,t) = [~u(r,t)] . (3.2) an + 
To calculate the surface field v(r,t ) we assume that r in 

(3.1) is inside the inscribed sphere to S. Inserting the expan­
sion (2.18) of the Green's function, we obtain an expansion of 
the incident field, 

ui(r,t) = ~ I: 00 dr an (r) Re1f'n (r;r,t), 

where we have the relation 

(3.3) 

(3.4) 

The coefficients an (r) of the incident field are, of course, re­
garded as known. To compute v(r,t ), we therefore only have 
to invert (3.4). Employing the explicit form (2.12) of the out­
going basis function, we obtain 

an(r) = (lIa)ldS Yn(f)D~I)(r)v(r,t)lt~T_rl/ (3.5) 

where the differential operator is 

D~I)(r) = ~ ~ '" 51k ~ _0_'_. 
( )

1 I ( )k ~I- k) 
r c k~O r at(l-k l 

(3.6) 

To proceed, we must make some kind of expansion of 
the surface field v(r,t). There are several alternatives for this, 
the regular or outgoing basis functions, for instance. For 
reasons which we will soon discuss we make the following 
expansion in spherical harmonics: 

v(r,t) = (lIa)Ivn(t + rlc)Yn(f), (3.7) 
n 

where the functions Vn (t + ric) are to be determined. Insert­
ing this in (3.5) gives 

I ( a )1 - k k d (1- k) 

an(r)=II5Ik - Qnn·
d

-1l_k)vn·(r), 
n' k~O C T 

(3.8) 

where we have introduced the matrix 

Q~n' = (lIa2{dS(alr)k- 1Yn(f)yn.(r). (3.9) 

It is now apparent why we choose the argument in Vn in (3.7) 
to be t + ric (a more immediate choice would be simply t). 
Another choice would have given an r-dependent argument 
in Vn in (3.8), and thus Vn would have to appear in the inte­
grand in the surface integral. For a sphere it is clear that the 
expansion in (3.7) is complete, but for a nonspherical obsta­
cle this is not evident, though certainly to be expected with 
suitable restrictions on the surface S. Furthermore, our nu-
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merical results (see the next section) indicate that this expan­
sion is useful also for nonspherical obstacles. 

The problem of calculating the surface field is thus re­
duced to the simpler problem of solving a system of coupled 
linear differential equations with constant coefficients. This 
is a thoroughly studied field, and there exist many methods 
for obtaining the solution. One possibility is to apply a Four­
ier transform, a method which we will study in more detail in 
the next section. 

Once we have calculated the surface field, there remains 
the calculation of the scattered field US = u - u i

• Taking an r 
outside the circumscribed sphere to Sin (3.1) and inserting 
the expansion (2.8) of the Green's function, we obtain 

uS(r,t) = ~ I: 00 dr In (r)1f'n (r;r,t), (3.10) 

where the expansion coefficients are given by 

In(r) = -~foo d!ldSRe1f'n(r;r,t)v(r,t). (3.11) 
a - 00 Js 

If we use the explicit form (2.12) of the outgoing basis func­
tion, we have 

(3.12) 

where the differential operator is defined in (3.6) above. Here 
r plays the role of retarded time. Formulas similar to (3.12) 
have been given by Granzow.6 

The expansion of the scattered field can in fact be writ­
ten in a more explicit form. From (3.11) and (3.12) we have 

uS(r,t) = (alr)Ibn(r,t - rlc)Yn(f), (3.13) 
n 

where [using the explicit form (2.11) of the regular basis 
function] 

bn(r,r) = - al~ I ± 5Ik(~)kfoo dt r dS' 
c k ~ 0 r - 00 Js 

X [ JI- k) Re1f'n (r;r',t )]v(r',t) 
a·f,l-k) 

c I (_ 1)1 + k + I _ k 

=-a I 2k + 1k' r 
k~O . 

X IdS' (r')k - I r+ r'led! [I _ C2
(!: r)2 ]k/2 

Js JT-r'lc r 

XP7( c(r; t) )Yn(r)v(r',t) 

I I (_ 1)1 + k + I 

=-a I 2k + 1k' 
k~O . 

X I~ I dx (1 - X2)k/2p~(X) 

X ldS'(~rYn(r)v(r"r- x;'). (3.14) 

We note that the solution of the wave equation mentioned 
below (2.11) enters here. The scattered field is thus obtained 
from the surface field by an integration over the surface and 
a further integration over the time interval that can contrib­
ute. In the far field only the first term in the summation over 
kin (3.14) contributes. 
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Another, and more traditional, way of obtaining the 
scattered field is to use the explicit form of the Green's func­
tion in the integral representation. Thus (2.2), (2.3), and (2.4) 
give 

uS(r,t) = -I-idS' 1, v(r',t _ Ir ~ r'I), (3.15) 
41r s Ir - r I 

which in the far field reduces to 

1 i ( r f.r') uS(r,t)=- dS'v r',t--+-. 
417'rs c c 

(3.16) 

As these equations contain no integration in time, they are 
possibly more advantageous to use than (3.13) and (3.14). On 
the other hand, (3.13) and (3.14) give the scattered field as a 
sum of spherical harmonics, and this can sometimes be a 
desirable feature. The surface integral in (3.14) is, further­
more, simpler than that in (3.15). 

IV. CALCULATION OF NATURAL FREQUENCIES AND 
NUMERICAL EXAMPLES 

We now study one way to solve the equations of the 
previous section. Multiply (3.8) by eiWT and integrate: 

- - dran(r)e illJT 1 (wa) -Ifoc 
217' c - oc 

'-1 I (-iwa)-k k 1 foc iW7 = I :L:L Sik -- Q nn'- dr vn·(r)e . 
n'k=O C 217' -oc 

(4.1) 

The left-hand side of this equation is just the expansion coef­
ficient in a Fourier expansion of the incident field, cf. (2.17). 
Thus we have 

(4.2) 

where 
I 

Wnn,(w) = i-I :L sid - iwa/c) - kQ~n" (4.3) 
k=O 

Formally solving for the expansion function of the surface 
field yields 

Vn (r) = ~ f: oc dw W n~,I(w)an,(w)e - iW7. (4.4) 

If all the singularities of W n~.I(w) are known, we can castthis 
equation into a more convenient form. For a sphere with 
radius a we have 

W ( ) 
= .wa - iwa/ch (1)(wa)l1 nn' W l---e I U nn" 

C C 
(4.5) 

so there are only simple poles in this case. We likewise as­
sume that only simple poles of W n~,I(w) in the third and 
fourth quadrants (symmetrically situated) will contribute 
when the integral in (4.4) is closed in the lower half-plane. 
The surface field then becomes 

v(r,t) = - i.:Lan(ws)'Pns(r) exp( - iwst), 
a ns 

(4.6) 
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where 

'Pns(r) = 217'~ ResW n-:-nl(W)!w=w, Yn,(f) exp( - iwsr/c) 

(4.7) 

and Ws are the zeros (assumed simple) of 

det[Wnn,(w)] = O. (4.8) 

Of course, (4.6) is only valid for times such that the closing of 
the integral in the lower half-plane is legitimate-for earlier 
times the integral must be closed in the upper half-plane and 
we then expect the surface field to vanish. When calculating 
(4.6), we assumed that the expansion coefficient an (w) ofthe 
incident field has no poles. If it has, the corresponding con­
tributions must be added to (4.6). 

Once the surface field is computed by means of(4.6) [or 
(4.4)], the scattered field can be obtained by employing 
(3.13)-(3.16), and we have thereby solved our scattering 
problem. However, the computational aspects of our theory 
and comparisons with other methods still remain to 
investigate. 

To represent the solution in terms of natural frequen­
cies Ws and corresponding natural modes as is done in (4.6) is 
not new. Derived in a completely different manner, it is often 
referred to as the singularity expansion method (SEM). 7 

There exists another way of deriving the equation that 
determines the natural frequencies of the obstacle, If we use 
the ordinary null field approach, we have in analogy with 
(3.4) an equation relating the expansion coefficients for the 
incoming field and the surface field (in the frequency 
domain) 

iwi (wr) A an(w) = ~ sdS h \1) "'7" Yn(r)v(r,w). (4.9) 

Expanding the surface field in spherical harmonics, 

(4.10) 

and inserting this and the exact sum for the spherical Hankel 
function, we arrive at the conclusion that the matrix relating 
an(w) and an(w) is essentially Wnn.(w). Thus we get the same 

z 

x 

FIG. I. Spheroidal obstacles with d Ib = 1,0.6,0.4. 
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z 

x 

FIG. 2. Peanut-shaped obstacles with d /b = 1,0.6,0.3. 

form for the equation determining the natural frequencies as 
with our more elaborate procedure in the time domain. 

To illustrate the applicability of our formalism, we now 
turn to a few numerical examples. We will compute the natu­
ral frequecies for some simple obstacles by using Eq. (4.8). By 
inspecting (4.3) we note one very important fact about the 
matrix Wnn• (w), namely that the frequency dependence is 
explicit and not in the surface integral defining Q ~n" For a 
given obstacle we therefore first compute (by numerical inte­
gration) and store Q ~n' , and then it is an easy and fast task to 
compute det[ Wnn• (w)] for various values of w. 

We consider rotationally symmetric obstacles, but we 
compute natural frequencies also for other values of azi­
muthal order m than m = O. We first take an origin-shifted 
spherical obstacle with radius a and shift of origin b. We 
must then use our full formalism, and this is a good check on 
both the analytical and numerical performance of the meth­
od. For ashiftb /a = 0.5 and truncation 'max = 15 [the maxi­
mum value of' used in (3.9), (4.3), and (4.8)] we obtain the six 
first natural modes (the zeros of h \11, , = 1,2,3,4) to seven 
correct figures. 

o 2 3 4 5 6 

Rep 

-1 ! 
-2 

I ~"~~~ -3 

-4 I \\~ -5 

-6 

Imp 

FIG. 3. The locus of the natural frequencies for a prolate spheroid for 
m = OwhenO.4.;;;d /b.;;; I. The natural frequencies ford /b = 0.4,0.6, I are 
indicated on the curves with the arrows pointing away from d /b = I. 
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0 2 3 4 5 6 
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-1 

1 -2 \~~~~ -3 I 
\\~ -4 I -5 

-6 

Imp 

FIG. 4. Same as in Fig. 3 but for m = I. 

Numerical computations of natural frequencies have 
been performed for two different kinds of obstacles. The first 
is a spheroid (see Fig. 1), where the equation for the surface is 

r(e) = bd (b 2 sin2e + d 2 cos2e )-112, (4.11) 

and the second is a "peanut" (see Fig. 2), where the equation 
IS 

(4.12) 

The peanut has the merits of a simple defining equation and 
of being an example of a body that is not wholly convex. In 
both (4.11) and (4.12) we can haveb > d ord> b; b > d gives a 
prolate spheroid or a peanut and d > b gives an oblate spher­
oid or an "apple" (the body one gets by rotating the curve in 
Fig. 2 around the x axis). The parameter a is chosen equal to 
the radius of the sphere circumscribing the obstacle, i.e., 
a = b or a = d depending on b > d or d > b, respectively. 

Twelve natural frequencies have been computed for our 
obstacles. For the limit of a sphere this corresponds to the 
zeros of h \1) for' = 1, ... ,6. As the zeros appear in pairs sym­
metrically located in the third and fourth quadrants (except 
when they are purely imaginary), we only give the locations 

0 2 3 4 5 6 

Rep 

-1 

-2 

-3 

-4 

\~ -5 

-6 

Imp 

FIG. S. Same as in Fig. 3 but for m = 2. 
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o 2 3 4 5 6 

Rep 

-1 Of 

-2 

I ~ ",,~~ -3 

-4 I \\~ -5 

-6 

Imp 

FIG. 6. The locus of the natural frequencies for an oblate spheroid for 
m = I whenO.4<b Id< I. The natural frequencies for b Id = 0.4,0.6, I are 
indicated on the curves with the arrows pointing away from bid = I. 

in the fourth quadrant of the dimensionless frequency 
p = wale. Depending on how much the obstacle deviates 
from a sphere, we have used truncations [max ranging from 
15 to 31 [as the even and odd [values decouple in (4.8), the 
maximum matrix size is thus 16X 16]. This gives errors in 
the natural frequencies that are expected to be less than 1 %. 

In Figs. 3,4, and 5 we show the natural frequencies for a 
prolate spheroid for m = 0, 1, and 2, respectively. The ratio 
between the axes varies from d Ib = 1 to d Ib = 0.4, and the 
locations for d Ib = 1,0.6, and 0.4 are indicated on the 
curves (with an arrow pointing away from d Ib = 1). Com­
paring the figures, we note that the m dependence of the 
natural frequencies is not very pronounced, but that at least 
for the first few modes the frequencies grow with increasing 
m. For m = 2 the first mode is, of course, missing. 

To compare different kinds of obstacles we show in 
Figs. 6, 7, and 8 the natural frequencies for m = 1 for an 
oblate spheroid, a peanut, and an apple, respectively. In Fig. 
6 the axes vary from bid = 1 to bid = 0.4, in Fig. 7 from 
d /b = 1 to d Ib = 0.3, and in Fig. 8 from bid = 1 to 
bid = 0.3. Comparing spheroids (Figs. 4 and 6) with peanuts 
(Figs. 7 and 8), we observe that the natural frequencies for 
the former changes more from the spherical ones. At least 
partly, this may be a volume effect as a peanut has a larger 

o 2 3 4 5 6 

Rep 

-1 

-2 

-3 

-4 

-5 

-6 

Imp 

FIG. 7. The locus of the natural frequencies for a peanut for m = I when 
0.3<d /b< I. The natural frequencies ford Ib = 0.3,0.6, 1 are indicated on 
the curves with the arrows pointing away from d Ib = I. 
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o 2 3 4 5 6 

Rep 

-1 " 

" "'~ 
-2 

I 
-3 \ ~ 
-4 

± \\'\, 
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FIG. 8. The locus of the natural frequencies for an apple for m = 1 when 
0.3<b /d<l. The natural frequencies for b /d = 0.3,0.6, 1 are indicated on 
the curves with the arrows pointing away from b / d = I. 

volume than a spheroid when the axes are equal. The most 
clear difference between prolate (Figs. 4 and 7) and oblate 
(Figs. 6 and 8) obstacles is the much smaller change in the 
first natural frequency for the oblate obstacles. 

V. CONCLUDING REMARKS 

So far we have considered the scattering of a time-de­
pendent scalar field by an obstacle on which the field obeys a 
homogeneous Dirichlet's boundary condition. There are, 
however, some aspects of the present approach that should 
be further investigated. Thus the completeness of our expan­
sion of the surface field should be proven, and there are sev­
eral unsolved questions concerning the poles of W n~,1(w).7.8 
Furthermore, more computations should be performed, in­
cluding computations of both surface and scattered fields. 
Also other methods of solving the ordinary differential equa­
tions (3.8) should be tried, and this could be useful, especially 
for early times. 

Other boundary conditions on the surface of the obsta­
cle are of interest. Homogeneous Neumann boundary condi­
tions will not involve any particular difficulties, but if we 
consider a penetrable obstacle, the problem becomes more 
intricate. The integral representation for the interior must 
then be used also, and this may lead to useful formulas. 

Another very interesting generalization is to treat the 
more complex electromagnetic and elastic cases. The com­
plication then is the vector character of the fields. The usual 
way of defining the vector basis functions from the scalar 
ones can still be used, however, so these cases should be pos­
sible to handle. 

A more far-reaching generalization would be to consid­
er multiple-scattering problems. For stationary waves many 
cases can be handled efficiently by the null field approach, 
and it seems possible that these ideas in conjunction with the 
present work could be applied to treat time-dependent multi­
ple scattering. 
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We point out that the evolution of a quantum system can be considered as a parallel transport of 
unitary operators in Hilbert spaces along the time with respect to a generalized connection. The 
different quantum representations of the system are shown to correspond to the choices of cross 
sections in the principal fiber bundle where the generalized connection is defined. This interpre­
tation of time evolution allows us to solve the problem of the formulation of the evolution of a 
quantum particle in a four-dimensional gauge field. 

PACS numbers: 03.6S.Bz, 11.1O.Np 

I. INTRODUCTION 

The motion of a nonrelativistic particle in the space­
time R4 under the action of a four-dimensional electromag­
netic gauge field A I-' is governed by the Schrodinger equation 

i ~ t/!(x,t) = - _1_ ± (aj - ieAj(x,t Wt/!(x,t) at 2m j= 1 

- eAo(x,t)t/!(x,t), (Ll) 

t/! being the wave function of the particle, e and m its electri­
cal charge and mass. We will use natural units c = ." = 1. 

The quantum meaning of this equation is that the evolu­
tion of the system is governed by a time-dependent Hamil­
tonianH (t ) which is at each time t;;;.O a self-adjoint extension 
in L 2(R3

) of the elliptic operator 

__ 1_ ± (aj _ ieAj(x,t))2 - eAo(x,t). (1.2) 
2m j= 1 

Such a self-adjoint extension is usually obtained by consider­
ing first a self-adjoint extension of the positive symmetric 
differential operator 

__ 1_ ± (aj _ ieAj(x,t))2 
2m j= 1 

acting on functions with compact support and then switch­
ing on the potential term - eAo(x,t ) as a perturbation. 1 The 
first step is always possible because of the Friedrich theorem 
about extensions of positive symmetric operators. But the 
second one requires that the nonpositive part of Ao(x,t ) be­
longs to L 00 (R3

) + L 2(R3
) for allY time t, and this is not al­

ways the case. Therefore, for a wide class of differentiable 
electromagnetic gauge fields, this standard mechanism, due 
to Kato, to give a quantum sense to Eq. (1.1), does not work. 
Moreover, if a differentiable gauge field for which such a 
mechanism works is given, then by a simple change of gauge 
we can obtain gauge potentials representing the same gauge 
field for which the mechanism does not work. However, 
quantum mechanics must be gauge invariant. Furthermore, 
if the particle and the electromagnetic gauge field are not 
defined in R4

, but in a more general space-time of the type 
M X R, Mbeing a three-dimensional spacelike manifold, the 
equation corresponding to (1.1) has only a local sense2 when 
the gauge field is defined in a nontrivial fiber bundle 
P(M X H, U (1)). This difficulty can be avoided for the part 
corresponding to the first term of (1.2) by considering the 
wave functions, not as ordinary functions, but as cross sec-

tions of the bundle associated to P(M X I 0 I , U ( I )) by means of 
the natural action of U (1) on C, which gives an intrinsic for­
mulation to this first term. On the contrary, the perturbation 
term has only a local sense and we do not know how to apply 
the standard approach in such a case. 

The aim of this paper is to try to avoid all these prob­
lems by giving a new geometrical sense to the quantum 
evolution. 

This geometrical sense was suggested to us by the simi­
larity existing between the expression for the time-evolution 
operator of a quantum system with a bounded time-differen­
tiable Hamiltonian H (t ) given by 

U(t)=pexp{ -ii'H(t')dt'} 

= I + I ( - ilk (' dt1 (" .. ,I'k-'dtk H(t1) .. ·H(tk ) 
k = 1 Jo Jo Jo 

(1.3) 

and that of the parallel transport operator in Rn X Rm along a 
curve y:[O,t ]---+Rn with respect to a connection r in 
Rn X GL(m,R), which is given by3.4 

1"~ = P exp{ - i'rl-'dXI-'(y)} 

(1.4) 

where U*(lU) = rl-'dxl-', lU being the I-form of the connection 
r, and u:R4---+R4 XGL(m,R) being the section u(x) = (x'!). 

This analogy suggested to us that we could interpret 
quantum evolution of a system with bounded Hamiltonian 
as parallel transport along time. One can hope to exploit this 
interpretation in order to generalize the geometrical setting 
of quantum evolution in a way that makes possible the phys­
ical description of the evolution of a quantum particle in a 
four-dimensional gauge field. This is possible, as we will 
show in this paper. We will find a geometrical approach to 
quantum mechanics in the fiber bundle language, where the 
quantum evolution is interpreted as the parallel transport 
with respect to a generalized connection, and this permits us 
to define the quantum evolution of a particle in a gauge field 
in that setting. Moreover, this leads to a deeper understand­
ing of the meaning of the evolution postulate. 
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The structure of the paper is as follows. In Sec. 2 and 3 
we set up the mathematical tools necessary for our purposes. 
We define the concept of generalized connection. In Sec. 4 
we state the geometrical formulation of time evolution. Sec­
tion 5 is devoted to displaying in this geometrical setting two 
special systems: a nonrelativistic particle in a scalar potential 
(case a) and a nonrelativistic particle in a four-dimensional 
gauge field (case b). In the latter case, we show explicitly that 
although there is no canonical identification between the 
state spaces at different times, it is possible to define the 
dynamics intrinsically. 

II. DIFFERENTIABILITY ON UNITARY GROUPS 

Let JY be a complex separable Hilbert space, and 
!!lJ (m be the Banach space of bounded operators in JY. The 
set of bounded invertible operators in JY with bounded in­
verse, JP(m = I AE!!lJ (m; A -IE!!lJ (m 1, is an open Ban­
ach submanifold of !!lJ(m. Furthermore JP(m endowed 
with the usual composition law, becomes an infinite-dimen­
sional Lie group. Its Lie algebra is !!lJ (m where the Lie 
bracket product is defined by [A,B] = i(AB - BA ). 

The set .s£.:Ii of bounded self-adjoint operators in JY, 
.s£.%1 = I AE!!lJ (m; A * = A 1, is a Lie subalgebra of !!lJ (m 
which generates the unitary group ~ (m through the expo­
nential map. Therefore the unitary group ~ (m is a closed 
Lie subgroup of JP{m,5 

Now, since the curves described in ~ (m by evolution 
operators in quantum mechanics are not always differentia­
ble, we must consider another topological structure in the 
unitary group which is more relevant for quantum mechan­
ics. It is the s-topology whose open sets are generated by the 
sets 

B~:~··xn = {U'E~(m;llUx, - U'x,11 <E, i= l, ... ,n}, 

with UE ~ (m, E> ° and Xi EdY. If JYis finite-dimensional, 
the s-topology and norm topology coincide. The unitary 
group ~ (m is also a topological group when endowed with 
this topology, because of the joint continuity of the group 
operation. Notice that we could define an s-topology in 
!!lJ(m and JP(m in a similar way, but in such cases the 
composition law is not jointly continuous; therefore JP(m 
would not be an s-topological group, 

Now we are going to introduce a concept ofs+ -differen­
tiable curve in ~ (m which is compatible with the s-topol­
ogy. 

Definition: An s-continuous curve U:[O, 00 )~°2-'(m is 
s+ -differentiable if !iJ (U) = I xEdY; 'if tE[O, 00 ), 

3s- lim Ll -1[U(t + Ll )x - U(t )x]], is a dense subset in JY. 
.1 .0' 

In !iJ (U) we define the operator D + U (t ) by 

D+U(t)x=s- lim Ll-1[U(t+Ll)x- U(t)x). 
.1.-.0' 

The group ~ (m acts on the set of curves in JY by left 
(right) translation, The set of s+ -differentiable curves is in­
variant under this action. 

Proposition: Let U (t ) be an s + -differentiable curve in 
~ (m. For every tE[O, 00 ), the operator A (t ) defined in JYby 
iA (t) = U *(t)D + U (t ),isanessentiallyself-adjointoperator. 
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Proof Let x be a point in !iJ ( U). Then, 

}~+ Ll -1{IIU(t + Ll )xW - IIU(t )xW} 

= limLl-1{llxW-llxW}=0, 
.1--0+ 

and therefore (D + U(t )x,U(t)x) + (U(t )x,D + U(t)x) = 0; 
so that, (Ax,x) = (x,Ax). 

This relation holds for any xE!iJ (U), which implies that 
A is a symmetric operator. 

Now we must proof that the only vector uE!iJ (A *) sat is­
fyingA *u = ± iuisthezerovectorinJY, This proof may be 
carried out following standard proofs for the particular case 
of U (t) being a semi group of unitary operators (see, e.g., Ref. 
6). 

According to this proposition any s+ -differentiable 
curve in ~ (m defines for each t;;.O a self-adjoint operator in 
JY, the closure of A (t), which will also be denoted by A (t). 

Definition: Two s+ -differentiable curves U1 and U2 in 
~(m are said to be tangent at UoE~(m if there exist 
t l ,t2E[0, 00) such that U1(tJ! = U2(t2 ) = UoandA l(tJ! = A2(t2 ). 

This definition gives an equivalence relation in the set of 
all the s+ -differentiable curves passing through Uo. We de­
fine the s-tangent space of ~ (m at Uo as the set of the 
equivalence classes (tangent vectors) in that relation. Then, 
there is a bijective canonical correspondence between the s­
tangent space at any point Uo of ~ (m and the set .s£(m of 
self-adjoint operators in JY. The onto character of this rela­
tion is obvious, because if A is a self-adjoint operator, Uoe itA is 
an s+ -differentiable curve whose s-tangent vector at Uo cor­
responds to A. 

The left (right) translation of the curves in ~ (m by the 
left (right) product by any element U of ~(m induces an 
isomorphism between the tangent space of ~ (m at any 
point UoE~(m and the tangent space of o2-'(m at Uou. 
Since the tangent spaces of ~(m at Uo and at UoU are 
canonically identified with .s£(m, this isomorphism in­
duces a transformation in .s£(m. It is easy to show that this 
transformation does not depend on Uo· Hence, ~ (m also 
acts canonically on .s£(m on the left (right). It is easy to 
prove that this left action is trivial, because the field of s­
tangent vectors of 02-' (m corresponding to the same element 
of .s£(m is invariant under left translations. In the same 
way we can show that the right action coincides with the 
action of ~c;n on .s£(m defined by 

ad(U*)A = U*AU 

for any UE~(Jf), AE.s£(Jf}. 
Accordingly, .s£(m has some of the properties of a Lie 

algebra of a Lie group, i.e., it is a kind of "Lie space" of the 
topological group ~ (m. 

III. UNITARY PARALLEL TRANSPORT AND 
GENERALIZED CONNECTIONS 

The norm and strong topologies defined in 02-' (m give 
rise to two different concepts of topological principal fiber 
bundle with structural group u2-' (m and base space R + , the 
set of nonnegative real numbers. Since the s-topology of 
~ (dYI is the relevant one for quantum mechanics, we have 
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to consider principal fiber bundles with this topology. How­
ever, ~ (,W') does not have a differentiable structure compa­
tible with the s-topology, and, the problem is how to define a 
concept of connection in such a fiber bundle. Since there is 
no differentiable structure in 9 (R + , ~ (,W')) there are 
neither tangent spaces nor horizontal spaces and conse­
quently the only way to introduce a connection is by means 
of that of parallel transport. The base space being contracti­
ble and one-dimensional, 9 is trivial and the parallel trans­
port is path-independent and can be formulated in terms of 
cross sections. 

Definition: A generalized connection e in 9 is a family 
10'0 I aEI of continuous sections of 9 such that 

(i) for every uoE9 there exist one bEl such that 
O',dto) = uo' where to = 'Tr,.-;> (uo). 

(ii) given any pair a,/3El, there exists one UE ~ (,W') with 
O'u(t) = O'p(t)U for any t;;'O. 

Notice that condition (ii) implies that the family 
10'0 I aEI is fully determined by anyone section of the family. 

Definition: Two cross sections 0' and 0" of 9 are said to 
be s+ -differentiable equivalent if the curve U in ~ (,W') de­
fined by O"(t) = O'(t )U(t), is s+ -differentiable. 

The cross sections 0' a of the family e are s + -differentia­
ble equivalent and will be said to be parallel with respect to 
e. 

Letp = ~(,W')X V-Vbe a continuous left action of 
~ (,W') on a topological space Vand g' (R + , V, p) the corre­
sponding associated fiber bundle. For every 0' a in the family 
e and any VEV, we can define a section ¢~ in g' by 
~(t) = [0'0 (t ),v], where the bracket means the element of 
g' corresponding to the equivalence class of (O'a(t ),v). Then, 
it is easy to check that ~ = ¢;( V,v) when 0'13 and 0'0 are relat­
ed by 0'13 (t) = 0'0 (t ) U. Thus, the set I ¢~ I VE v does not depend 
on a and the sections of such a set will be said to be parallel 
sections in g' with respect to e. Note that for any tP'" E'Tr Y; l(tO) 
there is one parallel section ¢(t) with ¢(to) = tP'o' 

Definition: A cross section 0' of 9 is s+ -differentiable 
with respect to e if 0' is s+ -differentiable equivalent to the 
parallel cross sections 0'0 . 

To every cross section 0' in .9' s+ -differentiable with 
respect to e we can associated an d-valued I-form UJ" of 
R + by means of the expression 

UJ" (:J =A (t), (3.1) 

where A (t) is the self-adjoint operator corresponding to the 
tangent vector at 0'( t ) to the curve U (s) in ~ (,W') such that 
ois) = 0' a (s) U (s), 0'0 being the only parallel section of e with 
£Ta(l) = oit). The I-form UJu is said to be the connection 1-
form of e in the cross section £T. 

Note that e does not define a connection I-form in 9 
but only a I-form UJ" on R+ for every cross section £T in 9. 

IV. THE GEOMETRICAL SETTING FOR QUANTUM 
MECHANICS 

According to the first postulate of quantum mechanics, 
every state of a quantum system at a time t is described by a 
ray of a Hilbert space c7r,. We will assume that the corre-
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spondence physical states-rays of c7r, is bijective, i.e., we 
will neglect the possibility of the existence of supeselection 
rules, for the sake of simplicity. On the other hand, the pos­
tulate referring to quantum evolution is not so clearly stated 
but it contains implicitly two points: the first one is the as­
sumption that there is a canonical identification of the Hil­
bert spaces corresponding to different times; the second one 
that the evolution is described by the Schrodinger equation, 
namely, it is possible to choose at every time t a vector repre­
sentative ¢(t) of the ray such that with the above identifica­
tion the differential equation describing the evolution is 
iJ¢/Jt = H(t )¢(t), whereH(t lis the Hamiltonian operator. 
Notice that in the particular case of H:R+ -d.fIl being a 
differentiable function, the expression (1.3) is meaningful 
and the solution of the evolution equation is given by 
¢(t) = U(t)¢(O). 

This way of introducing the evolution postulate de­
serves some comments: first of all, ifthe Hilbert spaces cor­
responding to different times are really different, the space of 
states in not a Hilbert space but a Hilbert bundle which 
seems to be a Hilbert space because of the trivialization pro­
vided by the "canonical" identification of the different fi­
bers. Such identification is needed in order to compare vec­
tors at different times (e.g, to define J¢/Jt). Now, it is well 
known from elementary differential geometry that vectors in 
different fibers of a vector bundle can be intrinsically com­
pared by means of a parallel transport, i.e., by means of a 
connection. This way of comparing vectors at different times 
is intrinsic and has no need of a "canonical" identification 
between fibers. For instance, expressions like J¢/Jt can be 
replaced by covariant derivatives of sections along the time. 
In this setting the space of states will not be a Hilbert space 
but a Hilbert bundle and the evolution of a state will be de­
scribed by a cross section in such a Hilbert bundle, rather 
than by a curve in a Hilbert space. Then, the evolution will 
become a parallel transport in the Hilbert bundle, which ex­
plains the formal analogy existing between (1.3) and (1.4). 

Accordingly, we propose to formulate the postulates of 
quantum mechanics as follows: 

Postulate: A quantum system is described by means of a 
differentiable Hilbert bundle g'(R +,,W') with base R +, typi­
cal fiber c7r, and Hermitian structure h. At every time t;;.O, 
the state of the system is described by a ray in the fiber 
'Tri l(t). 

Next, we proceed to build up a principal fiber bundle 
9(R+, ~(,W')) for which g'(R+ ,,W') is an associated Hilbert 
bundle. Let 9, denote the set of orthonormal bases of 

'Tr i l(t ), and 9 = u 9, be the disjoint union of sets 9,. 
t>O 

Once an arbitrary but fixed orthonormal basis I ej I JEN of c7r 
is given, we can define a right action of the unitary group 
~ (,W') on 9 as follows. For any orthonormal basis 
U = I u j LEN of'Tri l(t) and every UE~(,W'), we define the 
orthonormal basis v = u U by 

00 

Vj = I (ej,Uej)uj • 

j~l 

The right action of ~ (,W') on 9 endowes it with an s­
principal fiber bundle structure 9 (R +, ~ (,W')). Every cross-
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section of 9 will be called a gauge of the quantum system. 
When the natural action of 0 (~ on JY' is considered, it is 
easy to see that the fiber bundle associated to 9 is ~. 

The left adjoint action of 0 (~ on YJ (~ endowed 
with the s-topology generates a vector bundle YJ (JR + ,YJ (~) 
associated to 9. Every element REYJ can be considered as a 
bounded operator of the Hilbert space 1T;; I (1T,,) (R )) of the 
Hilbert bundle ~ as follows. Let u be any point in 
1T,-;;' 1(1T;tJ (R )) and let B be the element of YJ(~ such that 
R = [u,B ],,} . For any tE1T;; 1(1T j ] (R )) there exists a ¢EJY' 
with t = [u,tP] it', Then, we define Rt = [u,BtP] If· 

Postulate: Each observable of the quantum system is 
described by a cross section P of the fiber bundle 
YJ(JR+ ,YJ(~) such thatp(t) is a bounded self-adjoint opera­
tor in 1T i I(t ) for any t;;.O. 

Notice that for unbounded observables we can consider 
at each time t;;.O their imaginary exponentials, which are 
bounded unitary operators, and hence describe them by con­
tinuous sections of YJ too. 

The translation to this new frame of the postulates con­
cerning the correspondence rules, expressed in terms of 
probability, between the mathematical model and experi­
mental facts is straightforward. 

As we are considering the absence of superselection 
rules, there is at every time t a complete system of commut­
ing observables. For the more general case with superselec­
tion rules see, e.g., Ref. (7) and references therein. A choice of 
such a complete system provides a "basis" of physical states 
at every time t. This gives an identification of states spaces at 
different times up to the choice of relative phases on the 
vectors representing the basic states. The observables of the 
complete system become constant after this identification. 
Next, we formalize these facts in the geometrical framework 
we are proposing. 

As it is well known, the existence of a complete system 
of commuting observables is equivalent to the existence of a 
maximal abelian subalgebra of observables. 

A maximal abelian algebra 2 of observables of the sys­
tem is described by a family !Pi J iE.! of sections of YJ such 
that for every !;;.O, !Pi(t) J iEJ is a maximal abelian algebra of 
bounded normal operators in 1T i I(t ). 

Definition: A cross section a of 9 is said to be a gauge 
tied t02iffor any PiU there exists a bounded normal oper­
ator RjEYJ(~ such that for any t;;'O, [a(t ),R i ] = Pj(t), i.e., 
the sectionspj are constant in the trivialization of YJ gener­
ated by a. 

Every maximal abelian subalgebra of observables has 
gauges tied to it. However, this gauge tied to 2 is not unique. 
In fact, if a is such a gauge, then the section a of 9, defined 
by 

a(t) = a(t)U, (4.1) 

U being any operator in 0 (~, is also a gauge tied to 2. 
Moreover, two gauges tied to 2 may be not differentiable­
equivalent. Indeed, if/is any continuous, nondifferentiable 
real function of JR + and a is a gauge tied to 2, the gauge a' 

defined by 

a'(t) = a(t )ei
/ I') (4.2) 
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is also tied to 2, and is not differentiable-equivalent to a. 
This fact is a consequence of the projective character of the 
quantum states, and it points out that the identification of 
states spaces at different times by means of a gauge tied to 2 
is not canonical, as is assumed in standard formulation of 
quantum mechanics. 

We shall now consider the dynamics ofthe system. It 
describes the evolution of the states from time t = 0 to time 
t> 0 in a continuous and unitary way. More precisely, the 
time evolution of the system will be given by a sheaf of nonin­
tersecting continuous sections in ~ which preserves linear­
ity and the Hermitian structure of ~, and such that reach 
any point of ~. In our framework the evolution postulate 
can be stated as follows. 

Postulate: The evolution of the quantum system is given 
by a generalized connection e in 9. The evolution of a state 
tPo of 1T Ii 1(0) is given by the parallel cross section tP(t) of ~ 
with tP(O) = tPo. 

Following the standard formulation of quantum me­
chanics, we assume that any maximal abelian algebra of ob­
servables of the system has tied to it a gauge differentiable 
with respect to e. In particular, this implies that for any two 
maximal abelian algebras of observables2, 2' there exist two 
gauges tied to 2 and 2 " respectively, which are differentia­
ble equivalent. 

Let us consider a fixed gauge a tied to a maximal abe­
lian algebra of observables 2 which is differentiable with 
respect to e. 

Proposition: Let Ube the differentiable curve in 0(~ 
given by a(t) = a(t )U(! ) where ao is the parallel cross section 
of 9 with ao(O) = a(O). Then U is the solution of 

D+U(t)= -iA(t)U(t) (4.3) 

satisfying U (0) = I. 
Proof Let a,(s) be the parallel section of e with 

a,(t) = a(t) and V, be the curve in 0(~ defined by 
a(s) = a,(s)V, (s). Then, wu(ala!) = iA (t) = V~(t)D + V,(!). 
Since a, and ao are parallel, ao(s) = a,(s)V, (0). Therefore, 
V,(s)U(s) = V,(O) and 

V,(D +U) + (D+V,)U=O. 

Hence, iA (t) = - D + U(t )U*(t), from which (4.3) follows. 
Any section t of ~ has associated with it a continuous 

curve tPs(t) in JY' in such a way that t (t) = [a(t ),tPs(t)]. 
When t is parallel with respect to e, we have 

t(t)= [ao(t),tPs(O)] = [a(t)U(t),tPs(O)] 

= [a(t),U(t)tPs(O)], 

U and ao being as in the proposition above. Then, 
tPs(t) = U(t )tPs(O) and iftPs(O)E.!'i}(U), from (4.3) it follows 
that 

D +tPs(t) = - iA (t )tPs(t). (4.4) 

This equation is the expression in the gauge a of the parallel 
character of section t and the differentiable operator 
Vala, = D + + iA (t ) can be considered as the covariant deri­
vative operator associated to e in the gauge a. Notice that 
equation (4.4) can be re-written as 

Vala,tPs(t) = (D + + iA (t ))tPs(t) = O. (4.5) 
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This interpretation gives a geometrical meaning to Eq. 
(4.4), which is the differential evolution equation of the sys­
tem in the gauge u, the Hamiltonian in that gauge being A (t ). 

It follows from (3.2) that the transformation law for the 
HamiltonianA (t) in a differentiable change of gauge is given 
by 

A(t) = V*(t)A (t)V(t) - iV*D +V(t) (4.6) 

when u is changed to G- with O(t) = oit) V(t). Thus, although 
the evolution is gauge independent, the explicit form of the 
Hamiltonian is strongly dependent on the choice ofthe dif­
ferentiable gauge. 

Ifwe choose a gauge Us tied to a maximal abelian alge­
bra of bounded observables which contains the observables 
of position in the classical configuration space, we give the 
description of the evolution corresponding to the Schro­
dinger representation. In such a case Us is said to be a Schro­
dinger gauge; Eq. (4.4) in this case is the Schrodinger 
equation. 

The Heisenberg representation for e corresponds to the 
choice of a parallel gauge u H with respect to e (Heisenberg 
gauge). Notice that in the Heisenberg gauge the Hamiltonian 
is the null operator. Given a fixed generalized connection eo 
in 9, we define the interaction gauge with respect to eo by 
the choice of a section u/ in 9 parallel with respect to eo. 
The Hamiltonian in the Schrodinger gauge Hs is related to 
the Hamiltonian in the interaction gauge H/ by 

HAt) = V?;(t )Hs(t )Vo(t) - iV?;(tjD + Vo(t), (4.7) 

where Vo is the curve in ~ (£) defined by 
u/(t) = u s(t) Vo(t). The second term in the right-hand side of 
(4.7) being the Hamiltonian of eo in the Schrodinger gauge 
H o, we obtain the usual equality 

H/(t) = V?;(t )W(t )Vo(t), 

with W=Hs -Ho. 
Let p(t) be any bounded observable of the system. For 

any gauge u there is a curve R (t ) in &J (£) such ~at 
[u(t ),R (t)] = p(t) for any 1;;;.0. The curves Rand R corre­
sponding to p in two differentiable equivalent sections u, G­
are related by the expression 

R (t) = V*(t)R (t )V(t), (4.8) 

where O(t) = oit). 
It is noteworthy that the transformation law for the 

Hamiltonian (4.6) does not reduce to that of observables (4.8) 
but it contains an additional term displaying the connection 
feature of e. This fact also occurs in classical mechanics, 
where the Hamiltonians transform in an inhomogeneous 
way under time-dependent canonical transformations, while 
observables transform homogeneously. 

The concept of conservative system must be stated in a 
precise way because of the dependence of the Hamiltonian 
on the gauge. We will say that a system is conservative when 
there exists a Schrodinger gauge Us, where the Hamiltonian 
Hs is time independent. 

The description of the evolution of mixed states could 
also be stated in this geometrical framework, by making use 
of the bundle associated to 9 by the left adjoint action of 
~ (£) in the set of trace-class positive operators in Jf". 
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v. APPLICATIONS 
A. A nonrelatlvistic particle in a scalar potential 

This is a very familiar system in quantum mechanics. In 
the standard framework of quantum mechanics in the coor­
dinate representation the states of the system are described 
by rays of L 2(K3

) and time evolution by the rays' trajectories 
of the solutions ofSchrodinger equation 

( - ~ + r(x,t ))¢(x,t ) = i a¢a(X,1 ) 
- t 

(5.1) 

where r is the potentiaL For simplicity, the mass of the 
particle is taken to be the unit. 

The meaning ofEq. (5.1) is the following. If r is a real 
function such that r(x,t )EL 2(K3

) + L"" (K3
) for every 1>0, 

then the Kato-Rellich theorem 1 implies that the symmetric 
operator 

H(t) = - 1!2.J + r(x,t) 

is essentially self-adjoint in C (f (K). Thus, H (t ) has a unique 
self-adjoint extension A (t) in a domain dense in L 2(K3

) inde­
pendent of t. By a solution ¢(x,t) of (5.1) we mean that the 
curve S of L 2(K3

) with s (t) = ¢(x,t)EL 2(K3) satisfy 

iD + S = AS. (5.2) 

Now, assuming that r is a continuously differentiable curve 
in L 2(K3) + L"" (K3) Kato's theorem 1 assures the existence of 
an s+ -differentiable curve U in ~ (L 2(K3)) satisfying 

D+U= -iAU, (5.3) 

with U (0) = I. This curve furnishes the complete solution of 
the evolution problem of the system; the time evolution of 
any initial state soEL 2(K3) at t = ° is given by S (t) = U (t Iso. 

We can consider the system in our geometrical ap­
proach as follows. The bundle of physical states 'li is 
K+ XL 2(K3) endowed with the constant Hermitian L 2(K3) 
product. Therefore the corresponding fiber bundles 
9(K+, ~(L 2(K)))and &J(K+ ,&J(L 2(ft3)))arebuiltupfrom 'li 
as indicated in Sec. 4. To every bounded observable B (t) in 
L 2(K3) we associate at each time t the operator B (t ) acting on 
'li t = (t I XL 2(ft3), which defines a section p B in 
&J(K+ ,L 2(K3)). The sectionpB is the representation in our 
framework of the observable B (t). Once a basis (e i J iEN in 
L 2(K3) is fixed, there is a trivialization of 9 induced by the 
cross section of 9 defined by u(t) = (t, (ei J iEN)' This cross 
section is a gauge tied to the position observables. In fact, for 
any bounded observablepB that in the standard formulation 
of quantum mechanics is time independent, there exists a 
bounded operator R in L 2(ft3) such that [u(t ),R ] = PB(t). 
Hence any position observable is constant in the trivializa­
tion induced by the section u. The same result holds for ob­
servables depending only on the linear momentum p, the 
unique self-adjoint extension of the essentially self-adjoint 
operator - iV defined in C (f (K3). This gauge u corresponds 
to the Schrodinger representation of the system, but it is not 
unique. If we change u to u' = uUo, Uo being a fixed unitary 
operator, the position and momentum observables remain as 
constant sections in the new trivialization of flJ. For in­
stance, we can change from the Schrodinger coordinate re­
presentation to the Schrodinger momentum representation 
by the Fourier transformation, i.e., to take Uo as the unitary 
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operator of L 2(R3
) defined by 

(Uot/l)(x) = (21T)-312 f dye - ix.yt/l( y) 

for any ¢EL 2(R3
). This new gauge is also tied to the position 

and momentum observables. We only change the multiplica­
tive representation of position observables to a differential 
representation and vice versa for the momentum 
observables. 

The dynamics of the system is given by the generalized 
connection e in g; whose parallel cross sections are of the 
form 

O"a (t) = (t, [ U (t )Uaei LEN) 

for any t> 0, where U (t) is the solution of Eq. (5.3) with 
U (0) = I, and Ua is an arbitrary element of cP; (L 2(R3

)). No­
tice that there are a lot of gauges tied to the position observa­
bles which are not differentiable with respect to e. For the 
usual change of gauge 0" to 0"' = O"e - jel, the expression of the 
Hamiltonian is changed to A + c. For a slightly more gen­
eral change (j = O"e - Oi"(X.I) the new Hamiltonian is obtained 
by changing r to r + 'Jf/ i.e., the classical potential acting 
on the particle is only seen in the Hamiltonian in the gauge 
tied to the maximal abelian algebra of position observables in 
its spectral representation. 

It is worthwhile to note that we started by considering 
the standard formulation in the coordinate representation. 
This explains why in our framework the position observables 
playa relevant role in the gauge 0". Had we started with 
another representation, then the corresponding gauge would 
have been associated to another maximal abelian algebra of 
observables. 

B. A particle in a gauge field 

Although it is not necessary to use the geometrical ap­
proach which we are describing in order to understand the 
meaning of the physical systems considered in the case (a), 
we will present another interesting case for which under­
standing this geometrical approach is essential. 

Indeed, as we remarked in Sec. 1, the dynamics of a 
nonrelativistic quantum particle moving in the space time R4 
under the action of a four-dimensional gauge field cannot be 
described in the standard framework of quantum mechan­
ics. Moreover, when the space-time is nonflat or its topology 
is not trivial the operator corresponding to (1.2) has only a 
local sense. 2 How shall we define the dynamics in such a 
case? Weare going to show how this can be done in the 
geometrical setting proposed above for quantum dynamics. 

Let JI = M X R be a space-time manifold, M being a 
connected orientable Riemannian manifold. We shall as­
sume M to be compact for technical reasons, but this is not 
essential. Let P (M,G ) be the principal fiber bundle where the 
classical gauge field acting on the particle lies. Let r be a 
connection of P associated to this gauge field. G is usually 
taken to be a connected, compact, simple Lie group. Let 
E (M,a,C") be the Hermitian bundle associated to an n-di­
mensional unitary representation a of G in the space en of 
internal degrees offreedom of the particle. We will consider 
the evolution of the system from an initial time to, and we 
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take to = 0 for simplicity. For each t;"O, 1T P l(M X [ t J) is a 
principal fiber bundle with base M and structural group G, 
and 1T£ I(M X [t I) is its associated vector bundle by means 
of a. Let ~ I denote the set of sections 5 of 1T £ I(M X [t I) 
such that 

f/Il (X)h(S (x),s (x)) < 00, 

where dll is the Riemannian measure of M and h is the pro­
duct in the Hermitian structure of E. It is trivial to show that 
~ I is a Hilbert space with the inner product defined by 

h (5,1]) = L h(s(x),1](x))dll(X) 

for anyS, 1]E~ I' Let us define ~ = u ~ I' For any given con-
1>0 

nection ro in P, the parallel transport with respect to ro in E 
induces a Hilbert isomorphism between ~ 0 and ~ I for any 
t;;'O. These isomorphisms generate a vector bundle structure 
in ~, with typical fiber ~ 0 and base R + , which does not 
depend on the choice of roo Therefore, as was shown in Sec. 
4, once a basis e = [e j I jEN in ~ 0 is chosen there exists a 
principal bundle g; (R +, cP; (~ 0)) such that ~ is the associat­
ed vector bundle of g; by the natural action of cP; (~ 0) on ~ o. 

If we choose another element U = [u j ] jEN in 1Tp 1(0), the 
isomorphisms between the fibers of ~ generated by the par­
allel transport with respect to ro define a cross section 0"0 in 
g; as follows. Let uj(t) be the element of ~ I corresponding 
to the parallel transport of U j along the curves Cx I :[O,t] 
-+M X R + with CX,I(S) = (x,s). Then, for any t;,.O, O"o(t) is de­
fined by O"o(t) = u(t) = [Uj(t) LEN' 

On the other hand, eachfEC (M) has associated with a 
continuous cross section Pi of the vector bundle 
fiJ(R + ,fiJ(~ 0)) in such a way that for each tER + ,PJ(t) is the 
self-adjoint operator of ~ I defined by 

(p~)(x) =f(x)s(x) 

for any SE~" The family [Pi ]fEC(M) is a commutative alge­
bra Is, the Schrodinger algebra of the continuous position 
observables of the system. 

Since the parallel transport preserves linearity in E, the 
constant multiplicative self-adjoint operator PJ(O) of ~ 0 cor­
responds to P J(t ) for any t;;.O in the trivialization of f!lJ in­
duced by the 0"0 with 0"0(0) = e, PJ(l) = [O"o(t), PJ(O)] .:(]. 
Thus, 0"0 is a gauge tied to Is. The cross section 0"0 depends 
on U and roo Notice that since there is no priviledged ro in 9 
the trivialization of g; is not so canonical as in case (a). Even 
if we take P and ro to be trivial, there are a lot of connections 
in P satisfying that condition and defining different gauges in 
,0/ . 

In order to define the dynamics of the particles under 
the action of the gauge field defined by connection r, we 
construct a connection r I in P as follows. Let H ~, H u be the 
horizontal subspaces with respect to ro and r, respectively, 
of the tangent space toP (M XR,G) at u. Then, we can define 
the splittings 

H~ =M~ + T~, Hu =Mu + T u, 

of H~, Hu in such a way that 
1T P* (M~) = 1T p* (Mu) = T"pul (M) and 
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1Tp. (T~) = 1Tp. (Tu) = T1TpiU ) (R). Let us define r l as the con­
nection whose horizontal subspaces are given by 

H~ =M~ + Tu' (5.4) 

We construct the cross section a I in 9 associated to r I with 
al(O) = ao(O) in the same way as above forao and ro. We are 
now going to consider the dynamics in this gauge a l . The 
parallel transport with respect to r l along the curves ex., 
establishes the isomorphism 7, of P, = 1Tp I(M X 1 t I) in Po· 
Let r, be the connection images in Po through 7, of the 
restriction of r to Pl' The family 1 r, LER+ describes a differ­
entiable curve in the space of sections of the bundle 
A I (Po) X 9', 9' being the Lie algebra of G. 

Let.:1, be the elliptic differential operator defined in the 
space of differentiable sections in Eo in such a way that, given 
a local chart (e,¢; ) of M and a cross section {J :e-+po, 

(.:1,5)/3 = glk (aj - iAj )(ak - iAk )5/3 - glkr ;nam - iAm )5/3 
(5.5) 

for any differentiable section 5 of Eo, where glk is the local 
expression in (e,¢; ) ofthe Riemannian metric in T*m,r; are 
the corresponding Chistoffel symbols, 5/3 and (.:1,5)/3 are the 
functions of cp(e) in en corresponding to the sections 5 and 
.:1,5 in the trivialization of Eo induced by {J, and 

0), being the I-form of connection r, and a* the Lie homo­
morphism of 9' in Mn (C) induced by a: G-+GL(n;C). 

Now, since -.:1, is a symmetric positive operator and 
M is compact, it has one self-adjoint extension, which will be 
denoted by -.:1, too. 

Proposition: There exist an s+ -differentiable curve U in '* (~ 0) such that 

D + U(t) = (i/2).:1, U(t) (5.6) 

for any t;:;,O and U (0) = 1. 
Proof This is a consequence of a Kato's theorem. 8 Since 

M is compact the domain of - !.:1, is t-independent. Because 
- .:1, is self-adjoint, 1 is in the resolvent set of(i/2).J, for any 

t;:;,O, and since 1 r, I'ER + is a differential curve in the space of 
sections A I(PO) ® 9', for each givensER + the bounded opera­
tor Bs(t) = (I - (i/2).:1,)(1 - (i/2).:1s)-1 is strongly continu­
ously differentiable for any t;:;,O. Therefore, by Kato's 
theorem, there exists an s+ -differentiable curve V in '* (~ 0) 
satisfying (5.6) with U(O) = I. 

We define the dynamics of the particle with mass 1 un­
der the action of r by the generalized connection 
@ = 1 a z IZE 7/(n'") in 9, a z being the cross section 9 with 
az(t) = al(t )U(t)Z. From this definition it follows that the 
cross sections a z are differentiable equivalent to a I' which is 
a gauge tied to the commutative algebraLs. This gauge cor­
responds to a temporal gauge formulation ofthe dynamics of 
the particle in the gauge field r, because the Hamiltonian in 
this gauge is - (1I2)L1,. Fixing UE1T;; 1(0) the generalized 
connection @ depends only on r. In fact, had we considered 
another reference connection Fa in P, the isomorphisms 7, 
would be the same as 7" because the parallel transports 
along the curves ex., with respect to rand r coincide as a 
consequence of the fact that in the corresponding splitting 
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(5.4) the temporal parts Tu and Tu do so. Then, r, = r, and 
a l = a l . Thus, @= e. 

Next, we will show that the gauges a, and ao are differ­
entiable equivalent. This permits us to display the dynamics 
in the gauge ao too. 

Proposition: The gauges a, and ao are differentiable 
equivalent. 

Proof Let 15: I iE" and 1 1/: I iEN be the bases of 1T ~- I(t) 
given by ao(t ) = [5: LEN and adt) = [1/: LEN' Then, by the 
definition of ao and a" 5 :(x) = 7~ 5i(X) and 

x,1 

1/'(x) = 71 n(x), where 7i (i = 0,1) is the parallel trans-
I CX,t '/1 eX,! 

port map of 1T£ 1(0) in 1TJ<.~ '(t) with respect to r i (i = 0,1) 
along the curves ex" :[O,t ]-+M X R +. Therefore, we have 

J:'(x) =70 (7' )-'n'(x). (5.7) ~ I eX,[ CJ(,I "/1 

Let W,: ~ 0-+ ~ 0 be the operator defined by 

(W,5)(X) = (7~ )-'(7~ )5(X) 
x,t x,l 

for every 5E ~ o. Since a is a unitary representation, the paral­
lel transports 7~ and 7~ preserve the Hermitian structure h 

X,I X,( 

of E. Thus, 

h (5, W,1/) = f d}i(x)h(5 (X),(7~xr '7~x., 1/(x)) 

= f d}i(x)h(5 (x)'1/(x)) = h (5,1/) 

i.e., W,E,*(~ 0)' Furthermore, the curve Wwith W(t) = W, 
is s+ -differentiable in '* (~ 0) and 

D +W(t) = iW(t)A (t), 

where A (t): ~ o-+~ 0 is the self-adjoint operator defined as 
follows. Let 0)0 and 0) be the I-forms of connections ro and 
r, respectively, and X any vector field in P with 
1Tp .(Xu(X,t)) = a/at for any u(x,t) in 1Tp '(x,t). Then,A (t) is 
defined by 

(A (t )5)(X) = [u(x,O), - ia* ((0) - 0)0)(1' T~x., u(x,O) ))¢'(X)] Eo (5.8) 

for any 5E~ 0 with 5 (x) = [u(x),O),¢'(x)lE . Notice that in 
(5.8) we have used the fact that 0)(1') = 0)1'(1'), because of the 
splitting (5.4). This proves the proposition, because from 
(5.7) and (5.8) it follows that 

ao(t) = a,(t )W(t) 

for any t;:;,O. 
According to the proposition above, ao is differentiable 

with respect to @. The Hamiltonian in this gauge HO(t) is 
obtained from the transformation law (4.6), 

i.e., 

HO(t) = W(t)*( - 1I2.:1,)W(t) - iW(t)*D +W(t), 
(5.9) 

(5.10) 

where.:1 ~ is the elliptic differential operator defined by (5.5) 
from the connection r~ of Po obtained by parallel transport 
with respect to ro of the restriction of r to P,. 

Let (e,cp) be any local chart of M and {J:e-+po be any 
local cross section of Po. Then, for any differential section 5 
of Eo with 5 (X) = [{J(x),¢,(x)lEo and support in e, 
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(HO(t)5" )p(¢(x)) = - !(.:1 ~5" )p(q; (x)) - ia* 

X {(lU - lUO)(X ° )}¢(X). (5.11) 
TCx.t IX) 

It is worth remarking that the expression (5.11) defines 
a self-adjoint extension of the operator corresponding to (1.2) 
in the case of M being compact, when F o is trivial and f3 is a 
global section of P parallel with respect to Fo. This fact guar­
antees that the evolution we have defined in a slightly ab­
stract way corresponds to the desired dynamics for the sys­
tem. 

The gauge ao it!. 9 is a tempor~l gauge iff(lU - lUo)X = 0 
for any vector field X of Pwith 1Tp (X,) = a/at. Furthermore, 
for any temporal gauges a, a with a(O) = £7(0), we have 

H(t) = U(t)*H(t)U(t) =H(t), 

U being the differentiable curve of CiJ' (~o) with 
£7(t) = a(t )U(t), because l'x.,{-Tx.I )-1 = lYrE 'IX.I) for any xEM. 

In consequence, since there is no natural gauge as in 
case (a), this points out how the geometric description we are 
proposing for the quantum systems is the natural and intrin­
sic setting for the study of the dynamics of such a system (b). 
We could recover the quantum dynamics in a standard set­
ting by fixing a gauge a. But without such a choice of a it is 
not possible to formulate the dynamics in the standard set­
ting. 

However, one could argue that we have assumed M to 
be compact and therefore we have not solved the problem in 
the general case, for instance, the dynamics of the particles 
under a gauge field defined in the whole space-time ]R4. We 
have restricted ourselves to the compact case in order to have 
a global dynamics, i.e., a global solution of (5.6). But, in the 
general case, we can also build a self-adjoint extension HO(t) 
of the operator (1.2) in the same way. Indeed, if we define.:1 , 
as in (5.6) in the space of sections of Eo with support compact, 
there exists a Friedrich self-adjoint extension of -.:1 I' Then 
by making use of(5.9) we find the wanted self-adjoint Hamil­
tonian. However, the differential evolution, equation corre­
sponding to the Hamiltonian -!.:1 I is not always integrable. 
In consequence, in the noncompact case, the evolution of the 
system always cannot be interpreted as a parallel transport. 
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Only systems with globally defined evolution have a physical 
meaning. Therefore, there is a restriction on the four-dimen­
sional gauge fields which give rise to reasonable quantum 
systems. This restriction is gauge independent, because if the 
evolution equation is not integrable in one gauge neither is it 
integrable in any other gauge. However, most of the four­
dimensional gauge fields on noncom pact manifolds give rise 
to globally defined evolutions and in this case these evolu­
tions are to be understood as parallel transports. In fact, the 
set of such fields is dense in the set of all gauge fields. 

Finally, notice that more general dynamical systems, 
such as classical Hamiltonian systems or differential dyna­
mical systems, could be studied in a similar geometrical set­
ting, by taking as structural groups the groups of simplecto­
morphisms and the group of diffeomorphisms, respectively. 
The differential structure of those groups is stronger than 
that of CiJ'(dY).9 However, in such cases the corresponding 
descriptions of their evolutions for noncom pact manifolds 
do not cover all physical situations. For instance, the case of 
a dynamical system given by a complete vector field which is 
not complete at each time, can not be considered in that way. 

ACKNOWLEDGMENTS 

We thank Professor L. J. Boya for critical reading ofthe 
manuscript. 

'M. Reed and B. Simon, Fourier Analysis, Self-Adjointness (Academic, New 
York,1975). 
?T. Wu and C. N. Yang, Phys. Rev. D 12, 3845 (1975). 
. H. G. Loos, J. Math. Phys. 8, 2114 (1967). 
41. Ya Arefeva, Theor. Math. Phys. 43, 353 (1980). 
5S. Lang, Introduction to Differentiable Manifolds (Interscience, New York 
1972). ' 

"A. V., Balakrishnan, Applied Functional Analysis (Springer, New York 
1976). ' 

: A. Galindo, A. Morales, and R. Nunez-Lagos, J. Math. Phys. 3, 324 (1962). 
T. Kato, J. Math. Soc. Japan,S, 208 (1953). 
9~. Omori, Infinite Dimensional Lie Transformation Groups, Lecture Notes 
In Mathematics, Vol. 427 (Springer, New York, 1974). 

Asorey, Carinena, and Paramio 1458 



                                                                                                                                    

Feynman path integrals of operator-valued maps 
K. R. Parthasarathy and K. B. Sinha 
Indian Statistical Institute, Delhi Centre, New Delhi 110016, India 

(Received 17 December 1980; accepted for publication 1 May 1981) 

Feynman integral is defined for operator-valued maps which are Fourier transforms of an 
operator-valued measure of bounded variation. Such an integral is then used to describe 
perturbation of certain unitary groups by certain cocycles. 
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I. INTRODUCTION 

In the 1940s, Feynman proposed a new formalism of 
quantum mechanics, in contrast to the well-used canonical 
or Hamiltonian formalism. According to this formalism, the 
probability amplitudes of mutually exclusive events should 
be added (unlike the addition of probabilities themselves in 
classical probability theory) and the probability amplitude 
associated with each of the possible "paths" connecting the 
space-time points (x,O) to (v,t) is given by 

cP(r)=exp[(illi)S(r)], (1) 

where S (r) is the classical expression for the action function­
al corresponding to the path r and Ii is (217') - 1 times Planck's 
constant. In the simplest of situations when the particle is 
moving in one dimension under the influence of a conserva­
tive force, S(r) = S~[(1/2m)iisf - V(r(s))]ds, where m is 
the mass of the particle and ('(0) = x, ('(t) = y. Combining 
these two basic hypotheses, one arrives at Feynman's expres­
sion for K (v,t;X) the probability amplitUde for the particle to 
move from x at time 0 to y at time t, called the propagator: 

K(y,t;x) = fnO) = "cP (r)9r· (2) 
W) =Y 

The above integral symbol attempts to "sum" the contribu­
tions for each of the paths r subject to the restrictions 
rIO) = x and r(t ) = y. In the following, we shall set Ii = 1 for 
simplicity of discussion. For a detailed discussion of applica­
tions of the above ideas to various physical problems, the 
reader is referred to Ref. 1. 

One of the earlier attempts to understand expression (2) 
mathematically is due to Nelson. 2 One considers a heat 
equation 

at = Dill - iVf, 1(0) = 10' at (3) 

with D = i/2m, Imm > O. Then (3) can be solved using the 
Wiener integral with the complex parameter D. It can be 
shown that the limit of the integral as Imm~ + exists for 
almost all Rem, and one defines the result as the "Feynman 
path integral." However, the limit cannot be given as an 
integral with respect to a signed measure on the space of 
Brownian paths.3 

II. FEYNMAN INTEGRALS 

Here we shall employ the method of Fresnel integrals 
on infinite dimensional Hilbert spaces as done by 1t04 and 
Albeverio and Hoegh-Krohn. 5 First, we note the well known 

result that as an improper Riemann integral on IRk one has 

(21Tll- k12 f exp( - ~ IIxl12)d kx = 1. 

Such integrals are called Fresnel integrals after Fresnel, who 
used these study diffraction patterns in light scattering. 
Then it is an easy computation to show that for every 
<PeY(Rk) (the Schwartz space) 

f exp( ~i IlxI12)~(X)dX=(i)kI2 f exp( ~ lIyI12)<p(y)dY, 

where ~ is the Fourier transform of <p. Note that jEY(Rk). 
Definition: Let £'be a real separable Hilbert space. 

Then f£' -.C is said to be Fresnel integrable if 
I(x) = Sexp( - i(x, y)) dJ-l( y), where J-lE .A'(J¥')=the set of 
all bounded complex measures on £'. We denote the class of 
all Fresnel integrable functions by Y(J¥') and define "Feyn­
man integral" F as a map: Y(J¥')-.C by 

F(/)= f exp( - ~ IIXIl2)dJ-l(X) 'r//E.Y(J¥'). (4) 

Iflis normed by the variation norm of the correspondingJ-l, 
then 5'(JY') is an abelian Banach *-algebra (under pointwise 
multiplication) and.fo::::4J- correspondence is 1-1. Then it is 
clear that F defined by (4) is a linear bounded functional on 
Y(JY'). 

For the definition of Feynman path integrals, we now 
need to equip the space of paths with Hilbert structure. Let 
£'-1 r:1R + -.JR locally absolutely continuous 
If 0' y(s)2ds < 00, rIO) = 0 J. Then £' is a reproducing Kernel 
Hilbert space with reproducing kernel G such that 
< G (a,.), r) = rIa) for all aEIR + and all rE£',G (a, r) is the 
Green's function for the differential operator - d 21 ds2 on 
IR + with boundary conditions (dG I dr)(a, 00 ) = G (a,O) = O. 
Then (dG Idr)(a,r) = e (a - r). 

Remark: We have taken one-dimensional space for con­
venience and three-dimensional space can be easily accom­
modated. However, if the configuration space is more gener­
al, say a C = manifold (e.g., for a particle moving under some 
constraints), then the above construction fails. 

So we have made the space of classical paths into a Hil­
bert space dY'. Now a quantum mechanical particle lives in a 
Hilbert space of its own [e.g .. L 2(1R) for a single particle is 
one-dimensional without spin]. Let this Hilbert space be de­
noted by .s;" and let A be the self-adjoint generator of a one­
parameter strongly continuous unitary group Ua , with its 
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spectral family {E,\}. Define for O,,;;s, r 

Js,r(y)=Ur(r)-ns) = f exp! -i[y(r)-y(s)]A JE(dA). 

(5) 

Next theorem summarizes the properties of Jr,s' 
Theorem 1: (i) For every fixed r,s,Jr,s is a ~-unitary op­

erator valued function dY'. (ii) For a fixed yE£',Jr,s(Y) is a 
propagator, i.e., for O";;s..;;t..;;u, 

Js"(y)J,,u(Y) = Js,u(Y). (6) 

(iii) For every I ,gE~, (J,Jr,s (.)g) is Fresnel integrable. 
(iv) The Feynman path integral of Jr,s is well defined and 

F(Js,,) = exp[ - (i/2)(t - s)A 2]. (7) 

Proof (i) and (ii) are obvious from definition (5). For 
fixed r,s, define a map 1rs,r :R--+dY' by 

1rs,r(A) =,.1, [G(r,.) - G(s,.)]. (8) 

1rs,r maps R into a certain one-dimensional subspace of dY' 
and is a Borel map. Setting,u f,g (Ll )- (J,E (Ll )g) for every 
Borel set Ll ~ R, we find 

(j,Js,r(y)g) = f exp! - i[y(r) - y(s)]A J ,uf,g(dA) 

= fexp [ - i(y,y')] ,uf,go1rs-;.l(dy'), 

where we have used the fact that 
(r,1rs,r(A )) = A (r, [G (r,.) - G (s,.)]) = A [r(r) - r(s)]. 
Clearly the ,uf,g °1rs-;' lE.4'(J¥'), and its total variation is equal 
to that of ,ufog which is majorized by II 11111gll. Thus 
(J,Js,r(')g)EY(J¥') and we can compute its Feynman inte­
gral by the definition (4) to obtain 

F (J,Js"g) = f exp( - ~ IlrI1 2
}f,g01rs:-; l(dy) 

= f exp( - ~ A 21IG(t,.) - G(s,.)11 2),uf,g(A) 

= f exp(- ~ A2It-sl)(J,E(dA)g) 

=\J,exp( - ~ A2It-SI)g). 

Thus by Riesz' representation theorem, F (Js" )E&J (~) and 

F(Js,,) = exp [ - ( ~ )it - slA 2]. 0 

As an example, we consider the translation group in 
one-dimension Ua = exp( - iPa) with P the momentum 
operator in L 2(R). Then F(exp{ - i[ r(r) - r(s)]p}) 
= exp[ - (i/2)lr - s1P 2

] = exp( - iHolr - sl), which we 
identify as the free evolution operator with generator Ho· 
Thus, if f E L 2(R) is the state of a free particle at time 0, then 
its state Ir at a later time r is given as 

Ir = exp( - iHor)f = F(Jr.o I) = F(f(. - r(r))) 

orlr(x) = F(f(x - r(r))) for almost all (a.a.) x. This gives a 
mathematical meaning to the free evolution operator as a 
Feynman path integral. 

LetY(£" aJ(.I)))=!A:£'--+8iJ(s))IA (r) = fexp[ - i(r, 
r')]E (dr), variationnormof(f,E (.) g) ..;;M(E JlI/I! Ilgllforall 
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I ,gE~ J. As before the correspondence, A+±E is one-to-one. If 
the measureE depends on values ofrin the interval [s,r], we 
say the corresponding A has support in [s,r]. It does not 
follow in general that Y(dY',&J (S))) is an algebra, though it is 
clearly a normed linear space. 

Lemma 2: LetA,B andAB belong to Y(dY',&J(S))) and 
assume that suppA and suppB are disjoint. Then 

F(AB) =F(A )F(B). 

Proof (AB )(r) = fexp[ - i(r,r')]EA *EB(dr'), and, by 
hypothesis, E A *E B is of weak-bounded variation. Therefore 
by definition (4) 

F(AB) = f exp( - ~ IlrI12)EA *EB(dr) 

= f exp( - ~ Ilr + r'I1 2 
)EA (dr)EB(dr') 

= f exp( - ~ IlrI1
2
)EA(dy )f exp( - ~ Ilr'11

2
)EB(dr ') 

=F(A)F(B), 

since (r,r') = 0 for rE SUPpEA and r'E SUPpEB.D 
This result corresponds to what one calls processes with 

independent increments in the theory of stochastic 
processes. 

III. PERTURBATION OF A UNITARY GROUP 

Next we introduce &J (S))-values cocycles with respect 
to the unitary propagator J"s' defined in (5). For a fixed 
yE£', let a be a map from R + X R + --+&J (S)) such that 

a(s,u) = a(s,t ).Is"a(t,u)J s:-; 1, O..;;s..;;t..;;u < 00, 

and 

a(s,s) = I. (9) 

It is easy to see that, for any such a, Ts" =a(s,t ).Is., is again a 
propagator, i.e., Ts.u = T~" T,.u' For a given &J (S))-valued 
function M on R + , if the differential equation 

~~ (s,t) = - ia(s,t ).I,.,M (t).l s:-; 1 (10) 

with initial condition a(s,s) = I, s..;;t, has a solution a, then 
that solution will certainly satisfy the relation (9). Such an a 
is called a &J (S))-valued cocycle or just a cocycle with respect 
to J,.,. Under various conditions on M, e.g., if Mis norm­
uniformly continuous, then (10) has a unique (unitary) solu­
tion, and this follows by essentially mimicking the Cauchy­
Picard method for ordinary differential equation. The asso­
ciated series is called the Dyson series in the physics litera­
ture, and for further reference on this point, we refer to Ref. 
6. We note that any solution a of (10) depends on the path r 
viaJ. 

The next set oftheorems show how cocycles can be used 
to generate new evolutions. 

Theorem 3: Let M (r)=M in (10) be such that either (i) 
the pair! M,A 1 form an irreducible imprimitivity system, or 
(ii) ME.'%J(S)). Then (10) has a unique solution in &J(S)). 

Remark: The hypothesis (i) of the above theorem means 
M is a selfadjoint operator with its spectral measure E M with 
the property: 
exp( - iAa)EM(Ll )exp(iAa) = EM(Ll + a) VaER. It is a 
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result of Mackey7 that such an imprimitivity pair can be 
represented as a SChrodinger pair, i.e., $;) is isometrically iso­
morphic to L 2(X) such that (Mf)(x) = M(x)f(x) and 
[exp( - iAalf] (x) =f(x - a) for a.a. xeX. 

Proof (i) In view of the preceding remark, Eq. (10) takes 
the following form in L 2(X): 

da(s,t) = _ ia(s,t )M(. - y(s)) and a(s,s) = I. 
dt 

This can be easily solved to give 
a(s,t) = exp[ - if~M(. - y(r) + y(s))dr], as a bounded 
multiplication operator in L 2(X). This is the so-called Feyn­
man-Kac cocycle. The case (ii) has already been discussed 
and in this case the solution is given by the Dyson series.D 

Theorem 4: Assume the hypotheses of Theorem 3. As­
sume furthermore that either (i) the function Min the remark 
is the Fourier transform of a bounded measure von X, or (ii) 
MEg(J 2($;)). the class of Hilbert Schmidt operators in $;). Then 

(a) Ts.t=a(s,t )Js.tEY(JY',g(J($;))), 

(b) Vs.t=F(Ts.,) 
= exp[ - i(!A 2 + M)(t - s)l, O..;s..;t. (11) 

Proof (i) Considering the expansion of 
aft,s) = exp [ - if~M (Q - y(r) + y(s))dr] [Q is the self-ad­
joint operator of multiplication by x in L 2(X)] and taking the 
first nontrivial term in Ts., • we have 

l' M (Q - y(r) + y(s))dTls., 

= l' dr I dv(l3) exp! - i[Q - Y (r) + Y (s)]P I 

xI exp[ - i(y,y')]Eo1Ts~ I(dy'). 

The last expression can be written as a Fourier transform of 
the measure drdv(13 )exp(iQ,8 )E0 1Ts-:; I(dy') on [s,t] xX X JY'. 
This measure is easily seen to be of weak bounded variation. 
Similarly one can consider other terms of the series and con­
vince oneself that a(s,t )Js.tEY(JY',g(J ($;))). 

(ii) In this case Dyson series gives the solution of a 

a(s,t) =1 + ntl (- ir 1'dtl 1" dt2• .. 1'"-' dtn 

XM(s,tl)M(s,tz) .. ·M(s,tn ), 

where we have written M (s,t ) ==Js.,MJ s~ I and we note that 
the series converges in norm. It is clear that a(s,t )Js., will be in 
Y(JY',g(J($;))) if E(.1 I)ME(.1 2 )ME(.1 3 ) .. ·ME(.1 n) 
= r(.11 X.1 2X"· X.1 n) for some spectral measure ron Rn. 

Since M is Hilbert-Schmidt, it admits the canonical 
decomposition 

M= I Aj(ej,.)hj withrIAJI2<00. 
j= I 

Let $;)* be the antilinear dual of $;) so that forf*E$;)* and gE$;) 
we havef*(g) = (f,g). Then it is easy to see that g(J 2($;)) is in 
1-1 correspondence with $;)* ®~. In fact. 
M = ~AA* ® hjE~* ® $;) since! ej• ® hj I is an orthonormal 
(o.n.) basis in ~* ® ~ and ~IAj 12 < 00. Define a spectral mea­
sure ron R ® R taking values in ~* ® ~ by 
F(.1 I X.d 2 ) =E{.d 2)*®E(.dd. Then 
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(F(.1 1 x.1 2)f* ®g,M) .\). ®~ 

= rAJ «(E (.1 2)f)* ® E (.1 I)g,ej* ® hj ) 

= rAj (ej ,E(.12)f> (E(.1 I)g,hj ) 

= (g,E(.1 I)ME(.1 2)f>· 

Thus set F(.d I X.d 2 X .. · X.1 n) = E (.1 n)* ® E(.d n _ I) 
® ... ® E (.1 2)* ® E (.1 tl if n is even and 
= E (.1 n ) ® E (.1 n _ I )* ® ... ®E (.1 2)* ® P(.1 tl, ifn odd. Ifn is 

even. then 

(r(.1 1 X.1 2X· .. x.1 n )f* ®M* ®M* ® ... ®g,M®M® ... ) 

= "A. A. ... ,.1, (e ,E (.1 If) £- J. h J" I). n 

X (ej, ,E (.1 n _ I )hj,) (eJ., ,E (.1 n _ 2 )hj,) 

X (ej"_"E(.1 2)hj" _) (g,E(.1dhj",> 

= (g,E(.1 I)E (.1 2)M ... ME(.1 n )f). 

A similar calculation is valid for n odd. Clearly such a mea­
sure ron Rn is a spectral measure, taking values in a large 
Hilbert space $;)* ® ~ ® ~* ® .... Therefore, the measure 

E(.)ME(.) ... ME(.) 
n times 

is a measure of weak-bounded variation in~, and we have 
the result (a). 

The Feynman integral of Ts., exists by (a) and defines a 
bounded operator in g(J($;)). From the cocycle property (9) of 
a it follows that T,.s is a propagator, i.e., Ts,u = Ts., Tt.u when 
O..;s..;t..;u < 00. Since a is a solution of (10), it is obvious by 
the remarks following Eq. (10) that a(s,t ) depends on the 
values of y only in the interval [s,t]. Thus the support of T,.u 
and Ts•t are disjoint, and hence, by Lemma 2, we have 

Vs.u=F(T,.u) = F(Ts., Tt.u) = F(Ts.,)F(T,.u) = Vs.t Vt.u• 

i.e., V is a propagator. 
Next we compute the strong derivatives of VS •, W.r.t. t. 

LetfED (A 2). Then it follows from the propagation property 
of V that 

(lIh )(Vs.t+ J - Vs.J) = Vs.,(lIh )(V,.,+J -f) 

= Vs.,F [(lIh )(a(t,t + h) - I)Jt.t+Jl 
+ Vs.,(lIh H expI( - ih 12)A 2] - I If (12) 

In the above, we have observed that IEY(JY',g(J($;))) and 
F(I) = I, and also used (7). Clearly the second term in (12) 
converges strongly to - (iI2) V..,A 2f as h---+O. 

In either case (i) or case (ii), we expand a(t,t + h ) - Iby 
the appropriate Dyson series and conclude that the first term 
converges to - iVs.,Mf strongly as h---+O, leading to the re­
sult (b).D 

To conclude, we give the example of a single quantum 
mechanical particle without spin moving in one-dimensional 
space under the influence of a static potential V (x). Its evolu­
tion is given by the Schrodinger equation:/, = exp( - iHt)f, 
where H = P 212 + V, which is a self-adjoint operator in 
L 2(R) under a wide range of assumptions on V(x). Since the 
pair! Q,P I forms an irreducible imprimitivity system in 
L 2(R), we can apply Theorems 3 and 4, if, furthermore, V (x) 
satisfies V (x) = S exp( - ixp )dv(13 ) for some v of bounded 
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variation. Thus we obtain 

/r=exp( - iHt)f 

=F(exp[ -i .cV(Q-r(7))d7]eXp[ -ir(t)Plf) 

=F(exp[ -i.c V(Q-r(7))dr}t'!--r(t))), 

which is the Feynman-Ito formula. s 

Remark: From the proof of Theorem 4 it is clear that its 
extension to any larger class of potentials will depend on how 
smooth is the Feynman path integral map F. 
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Solutions of type D possessing a group with null orbits as contractions of the 
seven-parameter solution 

Alberto Garcfa D. and Jerzy F. Plebanski8
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It is shown that several type D solutions with null group orbits of local isometries are limiting 
contractions of the seven-parameter solution. 

PACS numbers: 04.20.Jb 

The aim of this work is, first, to construct explicitly 
some limiting contractions of the seven-parameter solution 
of Plebanski and Demianski I to the family of all null orbit 
divergenceless solutions, and second, to provide a specific 
answer to a question posed by Debever and McLenaghan in 
their recent paper2 concerned with type D fields-is the Le­
roy null orbit solution3 just a contraction of the seven-pa­
rameter solution? 

The families of solutions studied are those in which the 
electromagnetic field, if present, has real eigenvectors 
aligned along the double Debever-Penrose (D-P) directions. 

The starting point of the present paper is an alternative 
representation of the P-D solution which can be obtained by 
subjecting Eq. (3.30) of Ref. 1 to the transformation 

dr_(h + q2 dq, du-+<iu - ~ dq 
Q Q ' 

which brings the seven-parameter metric to the form 

ds2 = 1 {p2 + q2 + dp2 ~ (dr + q2du)2 
(1 - pqf 9 p2 + q2 

- 2dq(dr - p2du) -~ (dr - p2duf} , (1) 
p +q 

where 

9 = ( - tA -.f + y) + 2np _ Cp2 

+ 2mp3 + ( - tA - e2 - y) p4 , 

Q = ( - !A + e2 + y) _ 2mq + cq2 

- 2nq3 + ( - !A + .f - y)q4 . 

The conformal curvature invariant, 

(2) 

in the null tetrad formalism and signature (+ + + -), 
and the 2-form of the electromagnetic field which character­
ize this solution, are 

8 = 4 (1 - ~q)6{ _ (m + in) + (e2 + g2) 1 + ~q}2 (3) 
q + Ip q -IP 

and 

(J) = - d { e + ~g (dr - iPqdu)} , 
q+lP 

respectively. 
By scaling the coordinates according to 

p~- Ip, q~-Iq, r~r , u-~u , 

(4) 

<IOn leave of absence from the University of Warsaw, Warsaw, Poland. 

and simultaneously adjusting the constants 

e + ig~-2(e + ig), m~-3m, C~-2C, 

n~-3n, y~-4y + !A, A_A, 

and then taking in (1) the limit €- 00, one arrives at 

ds2 = p2 + q2 dp2 + ~ (dr + q2du)2 
9 p2 + q2 

- 2dq(dr - p2du) -~ (dr - p2du)2 , (5) 
P +q 

with 

9 = y - .f + 2np - Cp2 - jA.p4 , 

Q = y + e2 _ 2mq + cq2 - jA.q4 , 

8 = 4. 6 { _ (m + in) + (e2 + g2) _1_._}2 , 
(q + Ip) q -IP 

OJ = - d { e + ~g (dr - ipqdU)} . (6) 
q+1P 

This solution, studied exhaustively in Ref. 4, is an alternative 
representation of the Carter solution. 5 

A limiting contraction of the above solution leads in 
turn to the "anti-NUT" branch of type D solutions (see Ref. 
4, Sees. 10 and 11), which was shown in Ref. 6 (Sec. 5) to be 
equivalent to all divergenceless type D solutions with A and 
with the electromagnetic field aligned along the double D-P 
vectors. In terms of the present representation of the solution 
via (5) and (6), the contraction consists in replacing 

p-p, q-qo + Eq, U_E-1U, r-r - q~E-lu ,(7) 

and adjusting the parameters according to 

e + ig-e + ig, n-n, A-A, 

c = So + Uq~, m = - 7JoE + S~o + ~q6 , 

Yo = - 27J~oE + toE2 - e2 + S~~ + Aq6 , 

(qo,to,7Jo,;o are arbitrary constants independent on E), and 
then taking E---+O. One obtains 

2+ 2 9 
ds2 = P qo dp2 + (dr + 2qoqdu)2 

9 p2 + q~ 
+ 2(p2 + q~)dqdu - (p2 + q~)Yd~, (8) 

where 

9 = - (e2 + g2) + S~~ + Aqri 

+ 2np - (So + Uq~)p2 - !Ap4, 

Y = to + 27J~ + S~2 . (9) 

However, in the present version of the anti-NUT family, one 
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is permitted in particular to set So = 170 =;0 = 0, obtaining 
thus a five-parameter solution, the family of all divergence­
less null orbit type D solutions,? given explicitly by 

2 2 

ds2 = P + qo dp2 
q; 

+ 2 q; (dr + 2qoqdfY)2 + 2( p2 + q~ )dqdfY , 
p +q6 

q; = - (e2 + g2) + 2np - A, (jp4 + 2q6 p2 - q6), (10) 

with the non vanishing curvature quantities and the electro­
magnetic field given by 

C (3) _ 2 {+ 4'1 3 e
2 + g2} - n ."IAqo - --- , 

(p + iqo)3 P - iqo 

R = - 4A" 

e2 +g2 
C 12 = - , 

(p2 + q~f 

(j) = - (e + ig)d {_l_._ (idr - (p - iqo)qdfY)}, (11) 
P+lqo 

when referred to the null tetrad 

e:} = _1_ {( q; )112 (dr + 2qoqdO') 
e y2 p2 + q~ 

+ i ( q; ) - 1/2 dP} , 
- p2 + q6 

e3 = (p2 + q6 )dq, e4 = dO' . (12) 

In order to bring the above solution into the canonical form 
of the nondiverging and nontwisting type D solutions, for­
mulas (3.34)-(3.40) of Ref. 6, one replaces 

qo--I, O'--U, q--v, r--O' - Iuv , 

thus arriving at 

d 
2 p2 + 12 d 2 q; 

S =--- P +--­
q; p2 + 12 

with 

X [dO' + I (vdu - udvW + 2( p2 + [2)dudv , 

:;/' = _ (e2 + g2) + 2np _ A, (! p4 + 2/2p2 _ 14) , 

15 = 4 {n + i4A,/3 _ (e2 + g2) _l_} 2 

(p+il)6'" p-il 

(j) = - (e + ig)d {~(udV - vdu) 

(13) 

(14) 

+ _i_. (dO' + I (vdu - udV))} . (15) 
p+zi 

Therefore, the general non-null orbit divergenceless type D 
solutions reduce simply to the solutions with null orbit, pro­
vided that the parameter £ in (3.34)-(3.40) of Ref. 6 assumes 
value zero. 

This null orbit solution contains, among others, the 
vacuum solutions obtained by Bampi and Cianci8 and Mel­
vin's9 magnetic universe (I = A, = 0). 

Within the whole class of divergenceless type D solu­
tions it remains still to obtain the null orbit limit of the Ber­
totti-Robinson 10, II branch which turns out to be the only 
exceptional null orbit type D solution, 12,13 This can be easily 
done starting from (14)-(15) with 
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I = 0 , n = e2 + g2 - :Yl + £2, A, = e2 + l , 
p--l + cp, O'~-IO'. (16) 

In the limit c--o one obtains 

ds2 = _1_ dp2 + q; d~ + 2dudv , 
q; 

q;=I_(e2 +g2)p2. (17) 

This metric always can be brought to the form 

ds2 = 2¢ -2dsd~ + 2dudv, (18) 

with 

¢ = 1 + (E 2 + B 2)S~' A, = E 2 + B 2, C (3) = - ¥i ' 
(j) = ~(E + iBId {¢ -I(sd~ - tds) + udv - vduj . (19) 

Alternatively, one arrives at this special B-R solution by 
subjecting Eqs, (10,22)-( 10,30) of Ref. 4 to the 
transformation 

dr--dr + Y-Idq, 

and by setting 

e2 +g2 
A,= 0 0 =E2+H2, 

(q6 + P6)2 
50 = 170 = 0, 

Having derived some null orbit type D solutions via 
contractions of the seven-parameter family, we can now 
state that as far as the second objective of this work is con­
cerned, i.e., deriving the null orbit solution of Leroy, formu­
las (2.26) in Ref. 2 and (3,36) with b = 0 in Ref. 3, modulo 
minor redefinitions, reduce just to (5) and (6) with the parti­
cular values of constants 

m = A, = £ = 0 , r = - e2 
, 

which leads to the metric 

where 

f::/' = - (e2 + g2) + 2np . 

(20) 

(21) 

Notice also that applying then, to the so-constructed solu­
tion, the transformation (7), and taking the limit £--0, one 
obtains a null orbit solution, being a special case of (15), with 
vanishing cosmological constant. 

A formal null orbit metric can be derived from (1) by 
specializing the parameters, in the case of A, > 0, to particular 
values 

m = n = c = 0, r = - !(e2 
- g2), A, /3 = e2 + g2 , 

one arrives at a metric with 

Nevertheless, working initially with signature 

(22) 

(+ + + -), the so-constructed metric, with P < 0, has a 
wrong signature. In this respect, the metric derived by Deb­
ever and Kamran, 14 formulas (7.15)-(7.17), starting from 
their version of the D 's as described in Kinnersley coordi­
nates with signature (+ - - -) (there the Leroy solution 
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was also constructed), is not self-consistent; this fact be­
comes evident because of the impossibility of equality (7.17) 
of Ref. 14. 

We conclude this paper conjecturing that very likely all 
null orbit solutions of type D with electromagnetic field 
aligned along the D-P vectors are derivable by limiting tran­
sitions and real cuts from the (complexified) seven-param­
eter solution. 
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Explicit solutions of the conformal scalar equations in arbitrary dimensions 
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Solutions of the equations of motion derived from the scalar conformal invariant Lagrangian in 
arbitrary dimensions are found. The solutions are invariant under the maximal compact subgroup 
of the corresponding conformal group. They have finite energy and action. In the case N = 2, we 
also find noticeable topological properties of the solutions. 

PACS numbers: 04.20.Jb, 04.20.Me 

INTRODUCTION 

The number of new-and very often surprising-fea­
tures appearing in the study of nonlinear equations in math­
ematical physics has increased in the last few years. The ap­
pearance of soliton solutions, topological quantum numbers, 
and so forth, is not only interesting from the mathematical 
point of view but also leads us to contemplate possible alter­
native explanations of several physical effects which are still 
not too well understood. The most relevant of such an effect 
is, no doubt, the problem of confinement in nonabelian 
gauge theories. It is also possible that those properties be­
longing specifically to nonlinear dynamics might well induce 
a drastic change in our knowledge of the physical evolution 
and other basic concepts such as space-time and Lorentz 
invariance. The success of conformal invariance, as a math­
ematical tool for studying specific properties of some of 
those nonlinear equations, suggests that something more 
fundamental than simply group-theoretical analysis may be 
hidden behind the door. This paper is an attempt in this 
direction. From a considerably more modest point of view 
we show here several surprising properties of the conformal 
scalar equation in an arbitrary dimension. The goal is 
achieved by exploiting conformal invariance and construct­
ing solutions with interesting properties by means of the sys­
tematic use of the hypertoroidal formalism, a very natural 
framework whenever we deal with conformal invariance. 
The paper is organized as follows. Section 1 is devoted to the 
detailed description of the above mentioned formalism in a 
N-dimensional "Minkowski space": (N - I)-spatial dimen­
sions and one time dimension. Since the cases N = 1,2 are 
rather pathological we confine ourselves to the case N> 2 in 
Secs. 2 and 3, where we give explicit solutions with finite 
energy and action. Interesting properties which concern the 
energy momentum tensor are described in Sec. 3. Section 4 
deals with the N = 1 case. Section 5 is entirely devoted to the 
N = 2 case (the Liouville equation) and new solutions of this 
equation are presented with several topological properties 
arising precisely from the use of the toroidal formalism. Fin­
ally, Sec. 6 is one of conclusions. There, we show that all our 
solutions are stable under the new "time-parameter" e and 
we speculate about the possibility of quantization using this 
e-parameter. Also, the quantum field theory based on the e­
evolution is shown to be a rather suitable approach to quanti­
zation of conformally invariant field theories. 

1. THE SPACE AND THE EQUATIONS OF MOTION 

We consider first a generalized Minkowski space in N 
dimensions. This means a pseudo-Euclidean metric flat 
space of signature (N - 1,1). The (N - 1) spatial variables 
will be labeled by Xi (i: 1, ... ,N - 1). The time dimension will 
be called t throughout the paper. The flat metric gl'v 
:{j.t,v:l,2, ... , N - 1, t) is 

gll=g22=···=gN-l,N-l = -gll=l. (I) 

The conformal group corresponding to this generalized 
Minkowski space is SO(N,2)(1), and it acts linearly on the 
pseudo-Euclidean space of signature (1,2, ... ,N - I,N + 1; 
t,N + 2). The flat metric in this space is 

gll=g22=···=gN-I,N-l =gN+l,N+l = +1, (2a) 

gil = gN + 2.N + 2 = - 1. (2b) 

The conformal invariant Lagrangian for a scalar field in 
the generalized Minkowski space requires that all terms 
have to have overall scale dimensionality - N. Since the 
field has scale dimension I = - (N - 2)12, the only allowed 
terms are l 

(3) 

and g is, of course, a dimensionless coupling constant. The 
equations of motion are readily obtained from (3) 

O¢ +g¢N+ZIN-Z = 0, (4) 

where 0 is the generalized d' Alambertian 

O=Jz+ +J~ +···+J~_l -J;. (5) 

We are dealing with Eq. (4) for arbitrary N. In the phys­
ical case, N = 4 and we recover the celebrated g¢ 4 Lagran­
gian. However, since cases N = 1,2 are slightly pathological 
they will be discussed separately at the end of the paper. 
Thus, we confine ourselves to the general case for N> 2. 

Although the Lagrangian (3) is invariant under the full 
conformal group SO(N,2), we look for solutions invariant 
under the maximal compact subgroup ofSO(N,2), namely 
O(N) X 0(2). In conformal coordinates S, this compact sub­
group leaves the (N + 2)-light-cone invariant 

si +s~ +"'+SN-l -s;+s~+z -s~+z =0,(6) 

which is a general property of the conformal group. Besides, 
since we are confined to the O(N) X 0(2) subgroup, the S 's 
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also have to satisfy: 

si +n +"'+s~-\ +s~+\ = 1, 

S;+S~+2 = 1. 

(7a) 

(7b) 

The last condition defines the submanifold S N - \ X S I, 
a generalized hypertorus. In fact, it has been proved by the 
author2 that the generalized Minkowski space is homeomor­
phic to this manifold in the following way: 

J/ N~(SN-\XS\)/Za' 

where Za is an abelian group which depends on the topology 
of the S N - \ sphere. Since this is a compact manifold, it can 
be described by N angles and it represents the natural com­
pactification of J/ N' In order to parametrize the 
(SN- I xS I)lZa manifold we take the (N - 2) spatial angles 
of J/ N :(O\,02, ... ,ON _ 2)' Next, we introduce light cone 
coordinates 

t ± = t ± r, 
r = [x~ + x~ + '" + x~ _ d \ /2 

and define the angles 

O 
t++L t -t 

= arctan , 00 = arctan + - , 
I-t+t_ l+t+t_ 

O 
l+t+t_ 

cos 0 = 
(1 + t 2+ )1/2(1 + t 2_ )112 

(8a) 

(8b) 

(9) 

(lOa) 

(lOb) 

The connection between the s's and the generalized 
Minkowski coordinates is 

(1Ia) 

(lIb) 
1.- _ 1 - t+t_ 
':>N+2 - / 

(1 + t 2+ )' 2( 1 + t 2_ ) I /2 

It is easy to check that (1Ia) and (lIb) fulfill the condi­
tion (6) and (7a) and (7b). Then 0 parametrizes S I and 
(OO,O,,02, ... ,ON_2) parametrizeS N

-
I
• 

The generalized Minkowski line element is 

ds2= [dr+rda 2-dt2], (12) 

where da 2 contains the angular dependence in the (N - 2) 
spatial angles (OI,02, ... ,ON _ 2)' In the new coordinates, (12) 
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becomes 

ds2 = 1 [ dO ~ + sin2 oot/a 2 _ dB 2] • 

(cos 0 + cos oof 
(13) 

The only requirement needed in order to obtain identifi­
cation between (12) and (13) is 

(cos 0 + cos ( 0 ) > 0, (14) 

which represents analytically the condition imposed by the 
abelian quotient (SN-I xS \)IZa' 

It is useful to write the generalized d' Alambertian (5) in 
t ± coordinates. We obtain 

J2 
0=-<+-4---

Jt+Jt_ 

+ 2 N - 2 [~_~] + angular part. (15) 
t+ -L Jt+ JL 

The solutions that will be investigated are isotropic. 
Thus, we can neglect the last term in (15). 

2. THE SOLUTIONS 

Consider the field configuration 

A 
tPc = , A,a constants. 

(1 + t 2+ )a(1 + t 2_ )a 
(16) 

Looking at the expressions (6), (7), (1Ia) and (lIb), we 
can easily see that tPc is 0(N)XO(2) invariant. The d'Alam­
bertian (15) acting on (16) yields the relationship: 

if 
2 In A = (N - 2)ln (N - 2), 

a = (N - 2)14. 

Then 

( 17) 

(18a) 

(18b) 

(N 2)IN - 2)/2 
tPc =g-IN-2)/4 - (19) 

(1 + t 2+ )IN - 2)14( 1 + t 2_ )IN - 2)/4 

is an O(N) X 0(2) solution of (4). 
The corresponding O(N) solutions can be found if we 

multiply tPc by a function of the angle 0 [see Eq. (9)]. The 
d' Alambertian acting on the product tPJ(O) gives the fol­
lowing result: 

D{tPJ(O)} = _tPN+2/N-2{ 4 f"(O)+f(O)}. (20) 
c (N _ 2)2 

wheref"(O) = d 2f(O )/dO 2. Comparing (20) with (4) see that 
tPJ(O) is a O(N) solution iff(O) verifies the nonlinear ordi­
nary differential equation 

4 f"(O) + f(O) - f(O)N+2/N-2 = 0 (21) 
(N-2f . 

The only cases in which (N + 2)/(N - 2) is an integer 
are N = 3,4,6. In those cases we find solutions of (21) in 
terms of elliptical and hyperelliptical functions. The general 
casewhen(N + 2)1(N - 2) is an arbitrary rational numberis 
at present under investigation. 
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3. ENERGY MOMENTUM TENSOR 

We generalize the improved energy momentum tensor 
of Callan, Coleman, and Jackiw3 to arbitrary dimension in 
this generalized Minkowski space. We find 

0I'V = (a!, cP )(avcp ) - gl'v.!t' - J... [a!, av - gl'vD] cP 2. 
M 

where Mis: 

M = 4(N - I)I(N - 2). 

The tensor CPI'V (22) can be rewritten as 

A. - N a A.a A. 
'l'I'V - 2(N _ 1) p'l' v'l' 

N-2 A.a a A. 
2(N _ 1) 'I' I' v'l' 

(22) 

(23) 

1 [ 1 (aA. )2 N - 2 A. 2N 1.'11- 2] 
-2g

l'v N-I 'I' +g N(N-It ' 

exhibiting its obvious property of being traceless. 
Using (19), the energy momentum tensor for CPc 

becomes 

2 (N - 2f [ 1 a] 
CPI'V = cP c (N _ 1) (fJp(fJv - N gpv(fJ (fJa 

and (fJ p is defined as 

(fJ _ 1 [ L 1'+ 
P - 2 1 + t 2+ 

and 

L,f =( ± X; ,1). 
The vector field (fJ I' verifies 

(fJvD,,(fJ1' = 0, 

D"(fJ,, = 0, 

(24) 

(25) 

(26) 

(27a) 

(27b) 

where the covariant derivative Dp is defined with respect to 
the conformally flat Weyl invariant metric 

(28) 

The first condition (27a) says that (fJp is a geodesic field. 
If xI' = xp (s) is a geodesic corresponding to the metric (29) 
then, (fJ1' = dx" (s)lds. The condition (27b) shows that in ad­
dition (fJp represents a vector field of parallel vectors. 

From the expression (25) we can find the energy of the 
solution CPc' We have 

E= f duO", (29) 

wheredVis the spatial volume element inN dimensions. The 
action of the solution is 

(30) 

where .!t'(CPc) is the Lagrangian (3) particularized to the solu­
tion CPc. After some lengthy calculations we can find expres­
sions for the energy and action as functions of N. They are 
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E=(N_2)Nn-lN- II12 r(N;I) r(N+I), (3Ia) 

A=(N_2tn-lN+11/2r(N;I) F(N+l), (3Ib) 

we see that both quantities are indeed finite for an arbitrary 
(but not infinite) number of dimensions N. 

Let us calculate now, the energy-momentum tensor for 
theO(N )-symmetric solutions cP CPJ(O), where/(O) verifies 
(21). It turns out that the energy momentum tensor is inde­
pendent of the explicit form of/(O ). This curious fact was first 
observed by the author,4,5 in theN = 4 case. However, it also 
holds for general N> 2. To see this, we insert cP -CPJ(O) in 
(24). The energy-momentum tensor for CPJ(O) is thus ob­
tained. After some algebra, we obtain 

-I. (N - 2)2 2 [ 1 a ] <ii,,,. = EoN cP c (fJ" (fJv - --(j) (fJcx , 
(N-l) N 

(32) 

where Eo stands for the quantity 

E = 2 1'2(0) + J.../2(0) 
o (N _ 2)2 N 

2 /(0 )/"(0). 
N(N-2) 

(33) 

It is easy to see that Eo is a constant. Integrating (21), we 
get 

2 1'2(0) + J.../2(0) _ N - 21 (0 fN IN- 2 = E . 
(N - 2)2 2 2N 0 

(34) 

Multiplying (21) by [(N - 2)/2N]f(0) and subtracting from 
(34), we obtain (33). The constant Eo can be identified as the 
mechanical energy of a particle of mass 4/(N - 2)2 moving in 
a potential 

V(f)=J.../2- N-212NIN-2. 
2 2N 

The interesting fact is that even if we don't know the 
explicit form of/(O), the energy of the solution can be calcu­
lated explicitly. From (32) we see that 

E0 1N ) = NEc/i, 

where E is given by (3Ia). Therefore, we have 

EO(N) = Eo(N - 2)N 1T(N-1)/2 r( N; 1 Vr(N), (35) 

4. THE N = 1 CASE 

This case is not even a field theory but simply one-di­
mensional particle mechanics. The integration of the equa­
tions of motion is, however, interesting since it can be per­
formed in our formalism, and we shall present it here for the 
sake of completeness. In addition, the quantum theory of 
this system has been analyzed by De Alfaro, Fubini, and 
Furlan,6 and their results are very interesting, too. 

The Lagrangian is 

2' = J... ( dCP)2 _ J... ~, 
2 dt 2 dJ 2 

(36) 

where t represents the only independent dimension of the 
system. The equation of motion is 
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d 2¢ g 
dt 2 ¢ 3' 

(37) 

The corresponding conformal group is SO(2, 1) and the 
maximal compact subgroup is, of course, SO(2). In light cone 

coordinates 

s; + s ~ - S ~ = 0, 

with the restriction 5 i + s ~ = l,s j = 1, we obtain 

f;- • 0 2t 
:'1 = sIn =---, 

1 + t 2 

1 - t 2 
S2 = cos 0= ---2' 

1 + t 

(38a) 

(38b) 

In those coordinates, the general solution can be writ­
ten as 

¢ = gl/4 [ 2C + 2(C 2 - l)1/2sin 0 ] 112, 

l+cosO 
(39) 

where C is an integration constant. The action is divergent 
for any value of C. It is, however, interesting to consider the 
cases C = 0 and C = 1. In the first case we obtain a complex 
solution 

[ 
2 ·, 0 ] 112 A. _ 1/4 Ism 

'l'o-g , 
l+cosO 

(40) 

which has a logarithmically divergent action and zero ener­
gy. In the case C = 1 we obtain 

¢I = g1/4[ 1 + ~os 0] 1/2, (41) 

with action that diverges as tan (1T/2), and energy E = ~ gl/2, 
a constant proportional to the square root of the dimension­
less coupling. 

The zero energy case is reminiscent of the instanton 
configuration in Euclidean space5 and the finite energy case 
to the meron configuration4 in Yang-Mills fields and ¢ 4_ 
theory. If we consider the quantum evolution in the "com­
pact-time" 0, we find a rich discrete spectrum which has 
been analyzed exhaustively in Ref. 6. Whether or not quanti­
zation in O-time might have a more profound physical sig­
nificance will be discussed in Sec. 6. 

5. THE N= 2 CASE 

As it stands, the Lagrangian (3) is not defined for N = 2. 
This is due to the well-known fact that the conformal scalar 
equation for N = 2 is the Liouville equation, as can be seen 
from the differential geometry of conformal spaces.7 The La­
grangian is then 

if = ! (Ja ¢ )(aa¢ ) - ge"', (42) 

where a:(l,O):(x,t). The equations of motion are 

(J~ - J;)¢ = ge"'. (43) 

The general solution of (43) was found by Liouville 
more than a hundred years ago. 8 This equation has also been 
recently studied by several authors.9

-
12 In our formalism, 

however, some particular solutions can be obtained which 
exhibit interesting behavior from the topological point of 
view. This is due to the particular kind of boundary condi­
tions introduced by the toroidal formalism. We can still use 
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the conventions of Sec. 1. The only change that we shall 
introduce is the definition oflight-cone variables. From now 

on, we define 

t + = t +x, 
= t-x. 

(44a) 

(44b) 

Since - 00 < t < + 00 and - 00 < x < 00, the new var­
iables t + and t _ range now within a different open subset of 
the real line. However, this minor change only affects the 
range of integration and we will take it into account only in 
our calculations. 

Apart from this technical point, the definiton (9) and 
Eqs. (lOa) and (lOb) for the angles 0 and 00 will be the same. 
The conformal group is now SO(2,2) and the compact mani­
fold (S I ® S I)/Z2 is the torus. The maximal compact sub­
group is, indeed, 0(2) X 0(2), which might lead us to the erro­
neous conclusion that 0 and 00 playa dual role. This is, in 
fact, not the case as we shall see below. The angle 0 is a real 
evolution variable as opposed to the "spatial" angle 00 , The 
situation would be different for a Euclidean metric in (43). 
We will go back to this point later on. 

No 0(2)XO(2) symmetric solution exists. This can be 
easily seen from the form of Eq. (43). Let us consider 0 (2)s 
invariant solutions (where 0 (2ls is the spatial subgroup of 
0(2)XO(2)) of the following form: 

¢I = In[(B Ig)(cos 0 + cos 00fsec2{(B /2)1/2(0 - e)}], 
(45a) 

¢2 = In[(B Ig)(cos 0 + cos 00)2csec2{(B 12)1/2(0 - e)}], 
(45b) 

¢3 = In [(B Ig)(cos 0 + cos 00fcosech2{(B 12) 1/2(0 - e)} ], 
(45c) 

where B is a positive constant and e a trivial constant shift of 
the variable O. The configurations (45a)-(45c) are solutions of 
(43) for positive g. Ifwe consider the case of negative g, then 
the only solution would be 

¢4 = In[(B Ilgl)(cos 0 + cos 00)sech2{(B 12)1/2(0 - e)}]. 
(45d) 

We have to address ourselves to the task of constructing 
an energy-momentum tensor for the Lagrangian (42) satisfy­
ing the requirements of conformal invariance. Tracelessness 
will be introduced through the equation of motion. The only 
possible choice for this "improved" energy momentum ten­
sor is 

Oa{3 = Ja¢J{3¢ - gl"v if - 2EarE{3{jJra"¢, (46) 

where Ea{3:(EOI = - EIO = 1 and Eoo = Ell = 0). We can cal­
culate the energy of the configuration (45a)-(45d) through 
the Ott component of (46). The answer is 

E = 41T(1 - B 12), for the configurations (45a) and (45b), 
(47a) 

E = 41T(1 + B 12), for the configurations (45c) and (45d). 
(47b) 

Therefore, configurations (45a) and (45b) have zero en­
ergy for the case B = 2. This is again reminiscent of the pro­
perties of instantons. That simple intuition is indeed con­
firmed by the following observation. For the configurations 
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(4Sa) and (4Sd) which are solutions of the equations of mo­
tion, we can replace in the Lagrangian (42) the potential 
- ge'" by the left-hand side of (43). But this is a total diver­

gence which should not have any effect in the Lagrangian. 
However, upon integration of (J; - J;)tP over x and t this 
gives a non vanishing contribution. For instance, for confi­
guration (4Sa) we obtain 

- g f dx dte<P' = 41T(B 12)1/2tan{( ~y/21+ (48a) 

and for configurations tP2' tP3' and tP4 we also have 

g f dXdte""=41T(BI2)I/2cot{(~y/21T}' (48b) 

g f dx dt e"" = 41T(B 12) 1 12coth {( ~) 1!21T} , (48c) 

-g f dXdte""=41T(BI2)1/2tanh{(~yl21T}. (48d) 

Those continuous quantities represent a sort of topo­
logical indices for the Liouville equation. Notice that (48a) 
and (48b) blow up for B = 2 and B = !, respectively. How­
ever, (48c) and (48d) are everywhere continuous and regular 
for any value of B. 

The action is also finite (although sometimes complex) 
for those field configurations. The regular piece of the action 
fortPl is 

A = 41T2[ 1 - (B 12)1/2]2, 

with similar expression for the others. Again A = 0 if B = 2, 
which suggests a minimum for the action as in the instanton 
case. 

The physical applications of our solutions are clear. Re­
cently, Polyakov 13 has suggested that the two-dimensional 
Liouville system may be crucial for the quantization of the 
four-dimensional string in arbitrary dimension. Obviously 
the solutions that we present (when continued to Euclidean 
space) are perfect candidates for semiclassical calculation of 
the Euclidean Green function since they represent, in fact, 
minima of the action. The functional integral can be expand­
ed around those minima through the conventional saddle­
point approximation. Work in this direction is now in 
progress. 

Concerning the topological significance of (4Sa)-(4Sd), 
we would like to point out that similar continuous topologi­
cal indices appear in Yang-Mills fields, took, when working 
in Minkowski space. 14 Much further work is needed, how­
ever, in order to understand the topological properties of 
Minkowskian field theory in this hypertoroidal framework. 

6. CONCLUSIONS 

The hypertoroidal formalism represents a really fruitful 
mathematical tool in the search for classical solutions within 
the framework of conformally invariant field theories. This 
formalism has already been successfully used in the context 
of sourceless Yang-Mills fields. 4

•
14 In this paper we have 

been able to solve the conformal scalar equation in arbitrary 
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dimension using hypertoroidal coordinates. The fact that 
the solutions possess not only finite energy and action but 
also (as in Liouville's case, N = 2) interesting topological 
properties is, from our point of view, a clear sign of the fruit­
fulness of this approach. We would like to end with some 
comments about the stability of our solutions. As we have 
stated in Ref. 4, our configuration are dissipative in the usual 
time variable t; that is to say, that from the point of view of 
usual time, t-evolution, the solutions should not be stable. 
However B-evolution is also possible. 14 In fact, it is the evolu­
tion that we should use in any conform ally invariant quan­
tum theory. As has been proved by Luscher and Mack, 15 the 
analytic continuation of the Euclidean Green's functions is 
only free of kinemetic singularities if we use, instead of the 
conventional HamiltonianH, the "conformal Hamiltonian" 
He = !(Po + Ko)· The evolution parameter corresponding to 
such a Hamiltonian is precisely our B-variable. Besides, the 
energy H and He coincide for hypertoroidal configurations, 
as do those presented in this work. We should seriously con­
sider the possibility of quantizing in 8 rather than in t, any 
conformally invariant field theory. 

From the point of view of 8-stability, our configurations 
are perfectly stable since they are defined in a compact mani­
fold; although not t-stable, our solutions are B-stable. An 
exciting example of 8-quantization has been given in refer­
ence. 6 Whereas the physical interpretation is not totally 
clear, we consider the possibility of analyzing the 8-evolu­
tion a rather promising alternative to the quantization of 
conformally invariant field theories. 
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~ gau~e theory of gravitation is constructed with a twistor bundle as the starting point. Each fiber 
IS a tWlstor .space, acted upon by the Poincare group, which forms an internal symmetry group. 
The formahsm leads to a twistor action principle which overcomes difficulties encountered in 
previous attempts in the literature to formulate a true spinorial variational principle. 

PACS numbers: 04.50. + h 

I. INTRODUCTION 

Gauge theories playa fundamental role in the descrip­
tion of the basic interactions of nature and form part of pre­
sent-day attempts at grand unification. The essential fea­
tures which characterize all gauge theories are the 
appearance of arbitrary functions in the description of the 
fields and the existence of constraints. General relativity 
contains all these features, and many papers have been writ­
ten presenting different approaches to its treatment as a 
gauge theory of the Poincare group. 1 

One such formalism was developed by the authors in a 
previous paper2 (hereafter referred as I), in which we dealt 
with the Poincare group as an internal gauge group acting on 
the fibers of an appropriately constructed vector bundle 
(rather than on the space-time base manifold itself) and thus 
arrived at an unambiguous gauge theory of gravitation. The 
essential features of the theory are the use of fiber bundle 
techniques which provide a convenient framework for a geo­
metric and coordinate-free discussion and the introduction 
of a five-dimensional faithful representation space of the 
Poincare group as the typical fiber. This allows the treat­
ment of the group as an internal group. The possible func­
tional form of the free Lagrangian, which must be included 
in the theory in order to determine the equations of motion 
for the connections (gauge fields), encompasses general rela­
tivity and the Einstein-Cartan theory as special cases, as 
well as other gravitational theories with torsion which have 
been proposed recently. 

In addition to the inherent advantage of gauge theories 
for the systematic construction and study of a wide range of 
gravitational Lagrangians, they also afford a natural struc­
ture for the formulation of variational principles of the Pala­
tini type. A discussion of the general features of the vari­
ational procedure was given in I in the context of the tensor 
formalism there developed. 

It is well known, however, that spinors fit in with gen­
eral relativity in a most natural way; a fact which leads to the 
belief that spinors are essentially simpler and more funda-

al Supported in part by International Scientific Exchange Program Grants, 
National SCience Foundation OIP75·09783AOI and Consejo Nacional de 
Cienca y Tecnologia No. 955. 

mental than 4-vectors. 3
-

5 Thus, it appears desirable in this 
context to develop a gravitational gauge theory based on 
spinors rather than on tensors.6 

The formulation of such a spinor gauge theory will be 
the main objective of this paper. In addition, our results will 
also serve to shed further light on the structure of the theory 
developed in I and some of its features which will be shown 
to originate within the spinor formalism in a most natural 
manner. 

One further result of our spinor gauge theory, which we 
believe merits consideration by itself is the development of a 
truly spinorial variational principle. Although gravitational 
Lagrangians and field equations constructed in tensor lan­
guage have been readily translated into spinor formalism, no 
action principle based on purely spinorial entities and in the 
strict sense of gauge theories has been obtained'so far. There 
exist in fact some "hybrid" approaches in the literature,7 but 
these involve variations of the Hermitian mixed quantities8 

(I4 )I'A 'B and simultaneous variations of tensorial affine con­
nections and spinorial affine connections for the Palatini 
principles.9 If we recall that the tensorial Palatini action 
principles involve simultaneous variations of the 4-vector 
inner product (or metric tensor) and the vector connections, 
we clearly see that what was actually done in the papers 
referred to above is a mere renaming and variation of still 
intrinsically tensorial quantities. In fact, from 10 

14 = (I4 )I'A 'B El'bA 'bB, (1.1) 

we see that the (I4 )I'A 'B are nothing but the hybrid 4-vector 
and spinor components of the identity tensor in Jl4 • Thus, a 
variation of (I4tA' B is intrinsically the same operation as the 
variation of 14 (i.e., the variation of the 4-vector inner 
product). 

One naive attempt at constructing a variational princi­
ple from truly spinorial entities would be to vary simulta­
neously the spinor inner product and the spinor connections. 
NoteJ!owever, that since the spinor space .Y 2 and its conju­
gate .Y 2 are two-dimensional symplectic spaces 10 for which 
there is only one independent unit dyadic 12 (metric spin­
tensor) and on~ independent conjugate unit dyadic 12, vari­
ation ofl2 and 12 would be proportional to 12 and 12, respec­
tively, and the resulting equations would be scalar and the 
theory trivial. The reason why this approach fails becomes 
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evident when we note that the gauge group needed in I for 
constructing gravitational theories is the Poincare group, 
while spinors form the representation space of SL(2, C), 
which is homomorphic to the Lorentz group. 

Therefore, in order to construct a proper spinor gauge 
theory, we must make use of twistor algebra. 11.12 In fact, 
twistors form the representation space ofSU(2, 2), which is 
(4-1) homomorphic to the conformal group C(3, I). By incor­
porating the vertex of the null cone at infinity explicitly into 
the formalism, we can break the conformal invariance while 
retaining the Poincare invariance13 required for our theory. 

In order to make the discussion of the following sec­
tions more self-contained, we review in Sec. II some of the 
various spinor and spin-tensor spaces from an abstract point 
of view developed by us previously. 10.14 We also present in 
tabular form the twistor and twist-tensor spaces and their 
basic properties that will be utilized later in the paper togeth­
er with a description of our notation and its relation to Pen­
rose's twistor formalism. The reader familiar with twistor 
algebra in that author's notation should have no problem in 
following the discussion in the rest of the paper by making 
use of Tables I, II, and III. 

For the more mathematically oriented reader we have 
included in the Appendix a summary of the essential features 
oftwistor algebra obtained from an axiomatic point of view, 
in which we arrive at the realization of the homomorphism: 

SU(2,2)-+O(4,2)-+C(3, I). 

We show in this Appendix how the essentially coordinate­
free approach to general relativity adopted by Penrose3 can 
be made further intrinsic, thus emphasizing spinors and 
twistors as geometrical objects subject to formal rules of ma­
nipulation rather than seeing them as sets of components. 
For notation, we rely to a large extent on the one we have 
developed previously, 10.14.15 since it seems to fit best the pur­
poses mentioned above. 

Thus, we hope that this section and the Appendix will 
serve not only as a summary oftwistor algebra but also as an 
introduction to an abstract approach to twistor algebra from 
the axiomatic point of view of modern coordinate-free and 
component-free tensor analysis. 

In Sec. III we make use of these structures to construct 
the appropriate twistor bundles on which we can base the 
formulation of our gauge field theory of gravitation. Several 
results in this section serve to elucidate some points of the 
theory we presented in I. 

In Sec. IV we apply our formalism to the development 
of a truly spinorial variational principle for the Einstein­
Cartan theory. We show that the full theory emerges if we 
vary only the twistor connections (gauge variables) on the 
bundle space. This is what we ought to expect from a proper­
ly constructed gauge theory. 

11. SPINORS, TWISTORS AND TWIST-TENSOR SPACES 

Spinors: Since we previously!4 presented a systematic 
discussion of an intrinsic formulation of spinor theory and 
some of its computational advantages over the component 
notation, here we only summarize in Table I some of the 
spin or and spin-tensor spaces as well as their basic proper-
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ties, which we will require in later sections. Also, because 
intrinsic notation is not commonly utilized, we give in the 
same table a comparison with the component notation em­
ployed by Penrose!3 in his theory oftwistors. Making use of 
the above structures, we can define additional twist-tensor 
spaces by taking tensorial and exterior powers of ~ and ~'. 
The essential features of these spaces are contained in Tables 
II and III together with a comparison (when appropriate) 
with the notation of Penrose. 13 A more complete discussion 
of these ideas, intended for the more mathematically orient­
ed reader, is given in the Appendix. 

Twistors: Flat twistor space ~ = ~ 2.2 is essentially a 
space of Dirac bispinors in which a nondegenerate Hermi­
tian inner product < sit) is defined. This product is antilinear 
in the Dirac bispinor s and linear in the Dirac bispinor t, has 
the signature (+ + - -), and is invariant under 
SU(2,2). 

We can relate the algebra of twistors to the algebra of 
Dirac bispinors by noting [see Eq. (A63) in the Appendix] 
that 

(2.1) 

where s is a Dirac adjoint bispinor (also adjoint twistor) and 
12 and 12 are the unit spin-tensors in Y 2 ® Y 2' and 
y 2 ® y 2' respectively, defined in Table I. 

The inner product in ~ gives a complex number which 
can be reexpressed in terms of linear functionals on ~, by 
introducing a dual twistor space ~ '. Explicitly, we define 
conjugate twistors i by the antilinear map lE~ -+iE~' such 
that 

lorn = (lom)* = (11m). (2.2) 

We also use the symbol 0 to denote the action of a cotangent 
vector on a tangent vector at a point and to denote contrac­
tion operations on tensors constructed from cotangent and 
tangent vector spaces. 

Note that conjugate twistors are related to Dirac ad­
joint bispinors by means of Eqs. (A 54) and (A55) given in the 
Appendix. In particular, we shall require the totally anti­
symmetric alternatin~ twist-tensor AE u2-- A4 (E"PYD in Pen­
rose's notation) and AE u2--' A4 (EaPro in Penrose's notation) 
defined by the requirement 

(2.3) 

With A and A we can form duals of antisymmetric twist­
tensors in uk II 2 and u2--' II 2, respectively, by means of the fol­
lowing operations: 

BE~ A2_*BE u2--'1I2: 

C'E~'1I2_*C'E~ 112: 

(2.4) 

(2.5) 

We will denote the space '% with the element AE;'2-- A4 given 
as part of its structure by ('% , A). With the aid of A and A we 
can now define inner products in '% II 2 and '%' II 2 by means 
of the equations 

A 8 B = ~A: A: B = *A: B = A: *B 

( = A [ap IB[aP I in Penrose's notation), (2.6) 

A 8 B = ~ A: A: B = *A: B = A: *B 
( = A[aP li [ap I in Penrose's notation). (2.7) 
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TABLE I. Spinor and spin-tensor spaces. 

Notation and ex.pressions of elements of space 
Space 

SpinOl sp.ace 

'Y1 

Conjugate 

spinor space 

Y, 

Bispinors 

Y,=Y, .. 7, 

,Y\~LY'2 

Y,,,Y, 

Y1 8Y l 

Y,,,7, 

14= Y28t«Y2 
subspace of 

Hermitian tensors 

in :J";®Yz 

Y4 8Y4 

Ours 10,14 

6.1,1T.;.,,... ••.. 
W .. ,1T·,}.,·, .... * •... 
(j) = (s)Ab,4 = (l)AhA 

",II = wAh", = WAh'" 

IA = 1,2) 

W,,;,A ......... 
ru·,;.·,x.·,~·, ... 
w=wA'hA . =wA,hA 

w*=U:.IA'b,f' =lUA·iiA.' 

la", + thr) = ;;;;; + .8;; 
fora./3EC 

U "=(1,) +1T 

=wAhA +~'bA' 
= (dAbA + 1T,., , iiA , 
= (£lAb .. + ;"A,iiA' 

s=A +iL=J Ah,4 +#A,iiA 

~=~+ii·_=AAbA +J..lA hA 

U = W + 1f;U = U 

'I' =ro1f + .. . 
<1>= ..... + .. . 
12 == bAhA = - hAh A 

I,.", = ro, I, .... ;; = 0 
(12 unit tensor 
in ,)",".)",1 

~=ro1f+··· 

oI>=Xji+ ... 
11 = hA·hA

• = - hA·hA· 
12'&00 = 0, 12,&; =; 
(i2 unit tensor 

in F,,,Y,) 

A=;;;,,+ ... ; B=X ... +··· 

A = "w + ... ; jj = ... X + ... 

x=x=X t =ww+.·, 
=;; .. +X,,+ ... 

s=UY+··· 
T=sl+ ... 
S=U'f+··· 
st=S=Vu+ ... 

Penrose 'l 

w', ff',). ',1"., IA = 0,1) 
WA.~)A,ji:." ... 

u.)'t",ffA',l Ii ,#,14', ... 
u.)'''·,~·,AA ,I1A', .. , 

law' + /Jrr'1 = ;;w' +.81rA 

U" = (ap,(dl,;.n',;l') 

U'" = (WO,WI';O";I') 

~ = ((7. (7. wr', ?') 
=(wo'.W)'.~.1TI) 

1/I.i8 ={J)"'.,,-B +,,,;1/1"'8 =CtJ"TT8 +··· 
~8 = f,.,B' f ... R = 8; 
lI)A = E"'8wS 

lI),., = (U8€BA 

'/IA'S' = w'" ;.s' + .. . 
iPA'8' = 1.II·;"B· + .. . 
E'" (I' = fA S., fA' B' = 8!' 
w'" = E""s@s 

w". = WB
'l8 .... · 

AA·B=WA·~+.,. 

BA'B = AA·f.lB + .,. 

ABA' = .,,-BwA· + .. . 

BBA" = IlBAA + .. . 

XA'B=@A(JJB+ •• , 

=1rA)."+;!'17""+ ... 

YA'8 =PA·f.lS +/J-AP8 + ... 

S""=u"vI'+ ... 

TaJJ=S"IQ+" 

S""~N+· 
~ .. " = H+ ... 

Inner products and properties 
Ours1r) I~ 

(1)6".= -lI".Aw 

w*.1f* = -11'·"W· 

<;'.1T= -11''''6) 

00·.;· = -w*"w· 

","5= -SAU=W"'J.. 

+;;.ji 
UAS = u.s 

'fI: <I> =1"' ...... ,I" ....... i + ." 
12 : 12 = 2 

"': 01> = I;;; .... X)(;; ....... , +. 
i~ : I~ = 2 

A! B = I;;;.XII" ....... ) + 

A:S=A!B 
A: B=O,A! 8=0 

X'Y= -X! Y 
= -I;; .... p)( ......... , 
-IX .... ji)(" .... p)+ ... 

S: T = 1 ..... s)( ..... I) + ... 

Penrose I.' 

aJ,.ff"= -wA rr,4 
f:J A fr-1 = - (dAr'.,f, 

~~=-~~ 
~ff'=-d~ 

~=~,~=~ 
~=~,~=d 

u,,~ = - u"sa 

=wAAA+;A'jj"" 

u.: s" = u"s" 
= w,..A ". + 1TAIlA 

1JIA8<1>"'B = (u./A,.,) 

117""1',) + .. 
€.fli(-(S = _ €"" A = fA A = 2 

'/IA'8'ii>A'S 

= Iw'A, )1iT" P.) 
+ ... 

€'" B f
A

'
B 

=_~ ... =f".A=2 

XA·By,., 8 = (1T-"·P ... ·) 

xl). '1',) + Irr'p,) 
XI;!'·p,·) + ... 

S""T"" = lu"s.1 
XlvI'lp )+ . 

Bases and reciprocal bases 
Ours lO

•
14 

h •• .b.2 and h ',h2 

bA.AhB =8~ 

ii;.b; and hi .ii2 
bA "'hR , = o~ 

I" and I" la = I, .. ,4) 

1" .... 1, = ii, 
rorexample 

I) = hi. 12 = b~.I\ = iii', 14 = ii l
• 

l'=h'.I)=h~,I'= _ii;.J4 =_ 

bAbs and hAh8 

b ... bs and bAhs 

h".b s andh4'iil9" 

ii .• iiB and iii hs 

hll.hB and hA'b, 
hA.bBand bA'ha 

bAhs' and bAii s ' 

b" hS
' and bAb s 

e"==E" and e"=E"11' = 0, .. ,3) 
eP-e,. = 8:, = - E.u : E,. 

e~-ev = - E.u ! E" =g.u" 

Eo = (2)~"'lb;h, + bib,) 
E, = -12)~"'lii;h, + iiib,) 
E, = - il2r "'Iii;b, - iiiii,) 
E, = -(2)~ 'l'lb;b, - bib,) 

1"lp and 1'"'I1t 

lalD and J"'lp 



                                                                                                                                    

TABLE II. Twistor and twist-tensor spaces. 

Notation and expressions of elements of space 
Space 

Twistor space 
-"k== Ju 2.l 

DuaJ twistor space 
9/'=='*;,2 
(the set of linear 

functionals on Uk) 

"&-.m~,,mv&­

(mth tensorial 
power of .'&-) 

Uu I\m= A ttl (11 

(mth exterior power 
of u&-) 

~ IPlpeu", Preall 

a.b •... ,m,l, .. ,s,t •... 
t l .t2 .... ,t,., , ... ; Dirac bispinors of the form 

u=w+.:r;.*=((J"'h", +1TA bA 

adjoint twistor 
a,i), ... ,m,l, ... ; adjoint Dirac bispinors of the form 
u = (;) + 1T* = ~A'iiA + "'Ah'" 

not defined 

a',b', ... ,m',I', ... 
t; ,t;:, ... ,t;", ... ; dual Dirac bisptnors of the form 

u' = ((JAb A + ;;'A·h~ 

conjugate twistor 

~,b .. ~,~.-!t, ... ; d~al~~irac bispinors of the form 
U={j) bA · -1T",h 

given by the antilinear map 
uE':W ___ ~Euk' 

B~t,II .. ·lItm + ... 
AE--'U /1.4 (alternating twistors) 

C' - k; Ilk; II , .. Ilk; 

{alternating twistorsj 

C~k,lIk,II' .. lIkA + ... 
A = A'E"JU ·f· 4 (alternating twistors) 

*i = [ = 12 = h", hA (infinity twistor) 

"'0 = 0 = 12 = iiA · iiA
' (origin twistor) 

A twist-tensor BEW 2 for which 

B8 B =0 (2.8) 
is called null, and twist-tensors in W II 2 of the form B = 1/\ m 
are called simple and satisfy the property 

B 0 *B = O. (2.9) 

Of special importance to establish a correspondence 
between twistors and Minkowski space is the subspace of 
twist-tensors in W II 2 with inner product 8 and for which the 
condition 

*P = P~P = ~ A ~ P (PlaP I = P lap I in Penrose's notation) 
(2,}0) 

is satisfied. These twist-tensors are called real and the sub­
space will be denoted by' ~ = ~ 2,4 = [P I PE w II 2, P realJ. 
The inner product 8 in ~ has signature (+ + - - - -). 

Null, real twist-tensors form a null cone in the six-di­
mensional W II 2 space. Among these, we distinguish a privi­
leged element I, which is simple and invariant under the 
action of the Poincare group. I can then be identified with 
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Penrose ll 

not defined 

not defined 

not defined 

01"'''' ami ~Z''''Z''' ... Zaml + ... 
C'f?yiJ = f

"
'/Jl'h I, f'J12.l = I 

P1<>IJ I = ~f,.py"P yi> 

€,z/fyh = €( ... )9yh I' f()I~\ = 1 

C[ {J,P, fJk 1 = Y(/), YB, ... Y"Pk J + ... 
fa.{Jyh = f(a/1y6) , COin = 1 

"" [0 0 1 [<'8 0] o - 0 E~ R' , 0"" = 0 0 

the vertex of the null cone at infinity and is known as the 
infinity twistor (or metric twistor). It can be readily shown 
that 

I = 12 = hA hA = - hI /\ h2 

( = the unit tensor in Y 2 ® Y 2)' (2.11) 

Correspondence with Minkowski space: Introducing I as 
part of the structure oft w, A), i.e" retaining only that group 
oflinear transformations which leave I invariant, breaks the 
conformal invariance of wand leads to a faithful representa­
tion space of the Poincare group 9. This subspace will be 
denoted by (w , A, I). 

Moreover, introducing I as part of the structure of ~, 
we can construct a hypersurface 

'lr= [PIPE~, P8P=O, I8P =2J, 

which has a one-to-one correspondence with the elements of 
Minkowski space-time. This hypersurface is the intersection 
of the null cone in ~ and the plane 18P = 2, and is invariant 
under the action of 9 ® 9. 

The tangent space 'lr p at a given element PE'lr is the 
set of elements TE~ which are tangent to the hypersurface 
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TABLE III. Scalar and inner products in twistor and twist-tensor spaces. 

Inner product in Uk 

(III) = (III)· (Henniticity) 
signature (+ + - -) 

not defined 

Scalar product between CW' and va-

"'01 = 10k' = complex number 
iom = moi==(Ilm) 

iom = (10 m). = T&(I - O)&m 

b •. oii •. = (b •. Iii •. ) = -En 

b.ohA = (b.lii,4)* = - £811 

~.~b. = (b,·lb.) = 0 
',ob •. = (b,lb •. )· =0 

not defined 
zay" = (!)AJJ,4 + 1TA .A A' 

ZOYo = (y;;z.) 

Inner product in "u "'" 

(MIN) = (1,11,)(t,II,)···(I.II.) + ... not defined 

Contraction operations between twist-tensors in '-V'" It and twist-tensors in '1" to '" 

MoK'=t, .... · .. (lmok;) .. · .... k; + ... 
not defined 

MoK=I, .... · .. ltmok,) ....... k, + .. . M",···a"'X"",IJ""fJk. = za,za'".z"mY"m Y.8""Yp,t + ... 

M: K = I, .... · .. 11m _, ok,lilmOk,) ......... , Mo.,··a". -,a"'K"m _ 1"",P.,.e" = Z"'Z"'·.·z"", - 'Y
rlm 

_ ,ZomY"m Ye,. 'YtllI + ... 
A:: A=4! 

"O=\A: B 
'·0 =jA: A: 0 

Ea/JY6~y6=41 

B[oPJ =!Eatty6 BY(i 
BlcrPl = 1~y6Ea64,.B"r 

Inner product in '-'21 " 1 

Contraction operations between twist-tensors in ,~ 1\ 1 and twist-tensor in '''>u' ,\ k 

real twistors 
·P= P_P=!A: P 

'lr at P. It follows that 'lrp = {TITEIf, 10T = 0, 
P0T = OJ. The inner product 0 in 'lr p is the Minkowski 
inner product with signature (+ - - -). With this inner 
product, 'lr becomes a pseudo-Riemannian space with a 
curvature tensor which is zero everywhere, i.e., 'lr is intrin­
sically flat. 

Note that if we further choose another element 0 of 'lr 
as a reference point (origin twistor), and we require it to be a 
part of the structure of (~, A, I), i.e., we retain only the 
group oflinear transformations that leave I and 0 invariant, 
then the Poincare invariance is broken and we are left with 
the subspace (~ , A, I, 0), which is invariant under the ac­
tion of the Lorentz group. In the Appendix we show how the 
structure of this space leads to a unique bilinear antisymme­
tric inner product in ull, an adjoint operation in ~, and a 
unique decomposition ~ = y 2 (j) Y 2' which serve to relate 
twistors to Dirac bispinors. 

It is also easy to show that 

0=12 = hA,hA' = - hi Ah~ 
(the unit tensor in Y 2 ® Y 2)' (2.12) 

Some twist-tensor spaces: To conclude, we now list some 
of the twist-tensor spaces that will be required in the next 
section. 
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First, we use the space ~ = (va, A, I,) as a representa­
tion space for the Poincare group 9, which preserves the 
given structure of ~ . 

The group 9 of transformations on va gives rise to the 
tensor product group 9 ® 9 acting on ~ "2. The space 
If = (If, 0, I) of real twist-tensors in ~ A 2 is invariant, and 
its structure is preserved under the action of 9 ® 9, and 
thus If is a representation space for the group 9. 

We define the two parallel five-dimensional planes 
Jr"'= {PIPEIf,I0P = OJ andY = {PIPEIf,I0P = 2J, the 
two parallel four-dimensional planes.Y = 'lf~ 0 = [P I PsW', 
O(,)P = 0) = [PIPEIf, I0P = 0, 00P = OJ and 
.!f = [PIPEY, 00P = OJ = IPIPEIf, I(')P = 2, 
00P = OJ, and the nullconeff = IPIPEIf,P(,)P = Uj. The 
surface we discussed previously is given by 
'lr=ffn.5Y= IPIPEIf, P(,)P=O, 10P=2J. The planes 
Jr'" and Y are closed under vector addition of their elements; 
thus they are vector subs paces. Figure I shows the relations 
among these surfaces. 

Under the action of 9 ® 9, the element I and the sur­
faces Jr"', Y, ff, and 'lr are invariant. The element 0 is not 
invariant, but it remains on the invariant surface 'lr. The 
plane .!f is not invariant, but it remains contained in the 
invariant plane Y. The plane .Y is not invariant, but it 
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FIG. 1. Twist-tensor hypersurfaces and relation to Minkowski space-time. 

remains contained in the invariant plane 71"'. Also note that 
71"' = .7 Ell {A.I I, where {A.I I is the one-dimensional sub­
space spanned by I. 

The plane .!t' is tangent to the invariant surface 'lr at 
O. Since .7 = 'lr 0 is parallel to .!t' and is also a vector sub­
space, .7 acts as the tangent vector space to the surface 'lr at 
O. Likewise, at each point of 'lr there is a similar tangent 
vector space, and the inner product in these tangent spaces 
provides 'lr with the above-mentioned pseudo-Riemannian 
intrinsic structure [with signature (+ - - -) and zero 
curvature tensor] so that 'lr has the structure of Minkowski 
space and thus provides a model of space-time. 

III. GAUGE THEORY WITH A TWISTOR BUNDLE 

The twistor space U2f = (U2f, A, I) will now serve as a 
representation space in terms of which the Poincare group 
will be treated as an internal symmetry group for a gauge 
theory of gravitation. 

We first summarize the material of this section. Starting 
with a four-dimensional manifold J/, we set up the twistor 
bundle U2f(J/) and the twist-tensor bundle If (J/). A given 
cross section 0 of If (J/), called the origin twist-tensor field, 
is assumed. Given 0, a bundle .7(J/) is uniquely specified. 
Here, the spaces U2f, If, and .7 are the typical fibers of the 
U2f(J/), 1f(J/) and .7(J/) bundles respectively. Next a con­
nection D on the U2f (J/) bundle is assumed to be given. This 
connection naturally gives rise to a connection D (same sym­
bol) on 1f(J/), which in turn can be projected to give a con­
nection 0'7 on .7(J/). The action ofD on 0 gives a field J, 
which can be utilized as a map that takes cross sections of the 
tangent bundle Y(J/) into cross sections of .7(J/). The J 
field makes possible the mapping of other objects from 
.7(J/) such as the inner product, the connection, and the 
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curvature tensor into corresponding objects on Y(J/). Since 
these objects are already uniquely specified on .7(J/), but 
not on Y(J/), the application of this map imposes a unique 
metric structure and connection on Y(J/). 

The curvature tensor Rw for the If (J/) connection D is 
decomposed uniquely into the curvature tensor R,7 for the 
.7(J/) connection D'" plus another term constructed out of 
a uniquely defined tensor T,7. Under the above map, T y -

goes into the torsion tensor for the imposed connection V for 
the Y(J/) bundle. Finally the curvature invariant for the 
0'7 connection and for the V connection are shown to be 
equal. With the imposed metric structure and connection on 
Y(J/), one is ready to set up Lagrangians for the gauge field 
theory. However, the Lagrangians can be equivalently ex­
pressed directly in terms of the metric structure on the 
.7(J/) bundle and the connections on the 0J.-(J/) and Ifk4') 
bundles. 

We construct the twistor bundle (U2f(.A'), ,ff, ok, 1T, 9', 
1,6), where U2f (J/) is the bundle space, the base space J/ is a 
four-dimensional manifold, the typical fiber is the twistor 
space OJ.- = (U2f , A, I), 1T is the surjective projection of U2f (.ff) 
onto J/, the Poincare group 9 is the structure group of the 
bundle, and 1,6 is a set of homeomorphisms that establishes 
the local triviality condition. 2 At each qE J/, the fiber above 
q is 1T- lq = OJ.- q = (U2f q' A(q), I(q)), a space with structure 
isomorphic to that of U2f = (0& , A, I). The action of 9 on 
each fiber U2f q is represented by the group oflinear transfor­
mations 9 q which preserves the structure of 0& q . 

Let 1l.J/, U2f (J/)) denote the space of smooth cross sec­
tions of the bundle. An element UE r(,ff, uk (,ff)) is a twistor 
field, which associates a twistor U(q)E OJ.- q with each point 
qE J/. Note that AE r(J/, uk 1\4(,ff)) is a twist-tensor field, 
having its value A(q) at q in uk q 1\4. Also IE r(.4', 0J.- 1\2(.~tr)) 

is a twist-tensor field having its value I(q) at q in JII q 1\2. 
A twistor connection, i.e., a connection D on uk (.ff), is 

a map D: r(J/, U2f(J/))---+r( .. tr, Y'(J/) (i9 0J.-(J/)), where 
Y-'(J/) is the cotangent bundle over J/, by means of which 
each UE r(J/, 0J.-(J/)) goes into D (i9 UE r(J/, 3'-'(,ff) 
(i9 U2f (J/)). Defining 

Dxu = xO(D (i9 u), (3.1) 

where X_XE r(J/, Y(J/)), and DxUE r(J/, 0J.-(J/)), 
where 3'-(J/) is the tangent bundle over J/, then D x satisfies 
the following axioms: 

Dx(u + v) = Dxu + Dxv, 

Dx(fo) = (Xf)u + f(Dxu), 

Dx+ yU = Dxu + Dyu, 

Dgxu =g(Dxu), 

(3.2a) 

(3.2b) 

(3.2c) 

(3.2d) 

wherefE r(J/, q is any smooth complex scalar field and 
gE r (.A', IR) is any smooth real scalar field. Also 

X(ulv») = (Dxulv) + (uIDxv), (3.3) 

(3.4) 

(3.5) 

because the structure of the fibers have to be preserved. Note 
that once Dx is defined on twistor fields, its action on twist­
tensor fields is determined. Thus, in particular, DxA and 
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Dxl are well defined. 
Other various twist-tensor bundles may now be formed. 

One of particular interest here is (~(...-#'), ...-#', ~,n, 9 ~. , <P), 
where ~(...-#') is the bundle space, the base space...-#' is the 
previously mentioned four-dimensional manifold, the typi­
cal fiber is the twist-tensor space ~ = (~, 8, I), n is the 
surjective projection of ~(...-#') onto...-#', the structure group 
9 iff is the tensor product group 9 ® 9 acting on ~ , and <P 
is a set of homeomorphisms constructed with the aid of the 
set ¢ to establish the local triviality condition. At each qE ...-#', 
the fiber above q is n -lq = ~ q = (~q' 8, I(q)), which is the 
space of real twist-tensors in ~ q 1\2, and consequently its 
structure is isomorphic to that of ~ = (~, 8, I). The action 
of 9~. in each fiber ~ q is given by the tensor product group 
9 q ® 9 q • 

At each qE ...-#', we shall be interested in the hyperplanes 
:ffq = [Pq IPqE ~ q' l(q)8Pq = OJ and %q = !pq IPqE It' q' 
l(q)8Pq =2j, the null cone JVq = [PqIPqE It'q' Pq8Pq 
= OJ, the surface 'Irq = JVqn%q = [Pq IPqE ~ q' Pq8Pq 
=0, l(q)8Pq=2j, and the plane Yq=[PqIPqE:ffq, 

O(q)8Pq =OJ = [PqIPqE ~q, l(q)8Pq =0, O(q)8Pq =OJ. 
A choice of an origin O(q) in each 'Irq gives the twist-tensor 
field 0 appearing in the definition of Y q . 

Let T(...-#', It'(...-#')) denote the space of smooth cross sec­
tions of the bundle ~ (...-#'). An element V E F(...-#', It' (...-#')) is a 
twist-tensor field, which associates a twist-tensor V(q)E It' q 

with each point qE ...-#'. We shall call elements of the cross 
section T(...-#', It' (...-#')) vector fields. 

The twistor-connection D, by its action on twist-tensor 
fields, gives rise to a twist-tensor connection D on ~(...-#'). It 
is a map D: T(...-#', ~(...-#'))---+F(...-#', 3"-'(...-#') ® ~(...-#')) by which 
each VE T(...-#', ~(...-#')) goes into D ® VE F(...-#', Y'(...-#') 
® ~(...-#')). Defining 

Dx V = xO(D ® V), (3.6) 

where Dx VE F(...-#', ~(...-#')), we can show that Dx acting on 
the bundle It'(...-#') has the properties 

Dx(V + W) =DxV + DxW, 

Dx(gV) = (Xg)V + g(Dx V), 

Dx + y V = Dx V + Dy V, 

DgxV =g(DxV), 

(3.7a) 

(3.7b) 

(3.7c) 

(3.7d) 

where gE F (...-#', JR) is any smooth real scalar field. Also, be­
cause of (3.4), 

X(V8W) = (DxV)8W + V8(DxW). (3.8) 

Note that for arbitrary twist-tensor fields LE T(...-#', 
~ 1\2(...-#')), we have 

(3.9) 

This property leads to the result that, for real twist-tensor 
fields LE F(...-#', ~(...-#')), the covariant derivative DxL is also 
real, i.e., DxLE F(...-#', It'(...-#')). 

Induced structure on Y(...-#')from It'(...-#'): The selection 
of an origin twist-tensor field 0 makes it possible to define a 
unique map from Y q to Y q for each q in...-#'. This map leads 
to a unique way of imposing a metric structure and connec­
tion on the tangent bundle Y(...-#'). 
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Note that, although we are introducing an origin twist­
tensor field 0 in the theory, it is not regarded as a privileged 
field to be included in the specification of the structure of the 
fibers. Furthermore, it will not be invariant under parallel 
transportation. As pointed out in a similar situation dis­
cussed in I, this field 0 imposes no special restriction on the 
theory since a change in the choice of 0 can be compensated 
by a corresponding change in the connection D such that a 
completely equivalent theory is obtained. Arbitrary changes 
in 0 can be generated by the action of the Poincare group. 
The connection D also changes according to a definition of 
the action of the Poincare group on twistor connections. The 
J field (to be defined next) is also changed; however, the 
resulting theory is equivalent to the original one in that the 
induced metric structure and connection on the tangent bun­
dle remain unchanged. 

Now we introduce a tensor field J, with value J(q)EY~ 
® It' q at point q, defined as 

J = D ® O. (3.10) 

We shall need the following theorems: 

Theorem 3.1: If P is an :ffq-valued vector field, then 
DxP is an :ffq -valued vector field. If P is a JY q -valued vec­
tor field, then DxP is an:ffq -valued vector field. 

Proof Assume 18P = c, where the constant c = 0 or 2 
in the respective cases ofP being :ffq-valued or % q-valued. 
Then 

X (18P) = (Dxl)8P + 18(Dx P), 

from which we immediately get 

(3.11) 

I8(Dx P) = O. (3.12) 

Thus DxP is :ffq-valued. 
Theorem 3.2: J(q)E Y~ ® Y q C Y~ ® ~ q. 
Proof From 080 = 0 we get 

o = X (080) = 2(DxO)80. (3.13) 

Then 

xO(D ® 0)80 = (Dx O)80 = O. 

Also, from Theorem 3.1, we have 

xO(D ® 0)81 = (DxO)81 = O. 

(3.14) 

(3.15) 

Thus we have J(q) = (D ® O)qE Y~ ® Yq since Yq is the 
subspace of ~ q orthogonal to both O(q) and I(q). 

As a consequence of this theorem, at each q, J(q) maps 
Yq into Yq as follows: 

XqEYq---+xqOJ(q)EYq. 

With the additional assumption that J(q) for each q is nonsin­
gular, this map is a bijection of Yq on Y q. 

The inverse map LqE Yq---+Lq8F(q)E Yq from Yq 
ontoYq is given by a uniqueYq ® Yq-valued tensor field F 
satisfying the requirements 

zoJ8F = z 

for every Yq-valued vector field z and 

LcvFoJ = L 

(3.16) 

(3.17) 

for every Y q -valued vector field L. Note that J maps each 
Yq-valued vector field z onto an Yq-valued vector field 
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zoJ, and F maps each Yq-valued vector field L onto a Yq­
valued vector field LGF. We also, have 

08F = 0, (3.18) 

18F= O. (3.19) 

The inner product in Y q is mapped into an inner pro­
duct in Yq by means of the J map according to the equation 

(3.20) 

wherexq, YqE Yq and Jq=J(q). It follows that the unit ten­
sors Iv (q)E Yq ®Yq and IT (q)E Yq ®Yq, defined by the 
equations I v (q)8Lq = L and I c,- (q)ox = x for LEY . q.. q q q q 
and XqE Y q , are related by 

(3.21) 

where JE Yq ® Y; is the transpose of J. 
Given the method of mapping vectors from Y q into 

Y q , the mapping of tensors from Yq'" into Y q'" is straight­
forward. For convenience in subsequent calculations, we use 
the notation (OJ)k' (8F)k' (J8)k' and (Fo)k to define linear 
maps in analogy to what was done in I. Thus (3.21) can be 
rewritten as 

1.7 = IT(oJb(oJ)" (3.22) 

and making use of (3.16) it can be inverted to yield 

IT = Iv bFb(8F) I' (3.23) 

Mapping o/connections with J: If V is an Yq-valued 
vector field. Dx V is not necessarily another Yq-valued vec­
tor field. However. according to Theorem 3.1, we do know 
that it is an ~q-valued vector field. If we project Dx V onto 
Y q by means of 17 , the result defines an Y -connection 
D'v x (i.e., it operates on Y q -valued vector fields to produce 
Y q -valued vector fields) according to 

D'v x V = Iv 8(Dx V). (3.24) 

To reexpress this in a different form, we write 

D 7
X V =DxV - ~(I®O + O®I)8(DxV) 

= Dx V - !(I ® O)8(Dx V) 

= Dx V + ~1(DxO)8V. (3.25) 

Now define the connection D w x for 'fJ' q -valued vector fields 
V, by this new expression. i.e .• 

D)Ij' x V = Dx V + !1(DxO)8V. 

Note. in particular, that 

DWxO=DxO, 

D iff xl = DxI = O. 

and for Yq-valued vector fields V, 

D W xV =D·'7x V. 

(3.26) 

(3.27) 

(3.28) 

(3.29) 

Theorem 3.3: The Y-connection nV is compatible 
with the inner product. i.e .• 

X (V8W) = (D Y xV)8W + V8(D'v xW) (3.30) 

for Yq-valued vector fields V and W. 
Proof For Yq-valued vector fields V and W. we have 
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(D'v x V)8W + V8(D'v x W) 

= [Dx V + !1(Dx O)8V ]8W 

+ V8[DxW + !1(DxO)8W] 

= (DxV)8W + V8(DxW) = X (V8W) (3.31) 

since 18W = O. V81 = 0, and Dx is compatible with the in­
ner product. 

Note that the connection D W x is not compatible with 
the inner product. 

The Y -connection nV is mapped onto a connection V 
on the tangent bundle Y(o.ff) by means of the equation 

V xZ = [D.7 x(zoJ)] 8F (3.32) 

for Yq-valued vector fields z. Equivalently, 

(V xz)oJ = D·vx(zoJ). (3.33) 

Since Iv 8F = F. we also get from (3.24) the result 

V xZ = [D Y x(zoJ)] 8F = [Dx(zoJ)] 8 F. (3.34) 

Theorem 3.4: The connection V is compatible with the 
inner product in Y(o.ff). 

Proof Let y and z be aribtrary Yq -valued vector fields. 
Then. making use of (3.20). (3.30), and (3.33). we get 

X (yoz) = X [(yoJ)8(zoJ)] 

= [D.7 x(yoJ)]8(zoJ) + (yoJ)8[ D Y x(zoJ)] 

= [(V x y)oJ] 8(zoJ) + (yoJ)8 [(V xz)oJ] 

= (V xy)oz + y·(V xZ). (3.35) 

Curvature tensor: For the 'fJ'(o.ff) bundle, define the cur­
vature tensor Rw with values in Y; ® Y; ® 'fJ' q ® 'fJ' q by 

xy: Rw8V = (DxDy - DyDx - D[x,y ))V (3.36) 

for vector fields x, y, V with values x(q), y(q)E Yq and 
V(q)E 'fJ' q' We prove the antisymmetry property ofRw under 
the transposition (34). which exchanges the 3rd and 4th vec­
tor files. 16 

Theorem 3.5: (34) Rw = - Rw 
Proof 

XY(V8W) =x [(DyV)8W + V8(DyW)] 

= (DxDy V)8W + (D y V)8(Dx W) 

+ (Dx V)8(D yW) + V8(DxD yW); (3.37) 

also. 

[X. Y](V8W) 

= (D[x,y )V)8W + V8(D[x,y )W). (3.38) 

Taking (3.37) minus a similar equation with X and Y inter­
changed and subtracting (3.38) gives 

[(DxDy - DyDx - D[x.y ))V]8W 

+ V8[(DxDy -DyDX -D[x,y ))W] = O. 

in which the equation (XY - YX - [X. Y])(V8W) = 0 was 
used. This results in 

xy: Rw 8 (WV + VW) = 0, 

xy: ! [1 + (34)] Rw J 8 wv = 0 

for arbitrary x, y, V, and W. Therefore, 

[1 + (34)]Rw = O. 

We also have 
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Theorem 3.6: Rif has its value at q in Y; ® Y; ®!JiPq 
® !JiPq. 

Proof The equation 

xy:Rif 01 =0 

follows from the fact that D xl = 0 for all X. Since x and yare 
arbitrary, we have 

R!f 01 = O. (3.40) 

Also, from (3.39), 
[(34)R!f ]01 = - R!f01 = O. (3.41) 

These two equations imply that R!f has its values in Y; 
®Y; ®!JiPq ®!JiPq. 

Now define the tensor Ty by 

Ty = R!f00. (3.42) 

For this tensor, we have 

T y 00 = R!f 2B 00 
= 0[1 + (34)]R!f J 2B 0=0. (3.43) 

Thus Ty has its values in Y; ® Y~ ® .Yq • 

Now define the tensor Ry by 

Ry = R!f - HI - (34)](Ty ® I). 
For this tensor, 

Ry00 = R!f00 - ~TybO 

+ !(Ty 0 0 )®1 
=Ty -Ty +0=0. 

(3.44) 

(3.45) 

Also, due to the antisymmetry ofRy under the (34) transpo­
sition, we have 

(3.46) 

The last two equations, along with the easily proven facts 
that Ry 01 = 0 and [(34)Ry ] 01 = 0 gives us the result that 
Ry has its values in Y~ ® Y~ ®.Y q ® .Y q' Rearranging the 
terms in (3.44) gives 

R!f = Ry + HI - (34)]Ty ® I, (3.47) 

which is a unique decomposition of R!f . 
For the connection D!f x' we have the curvature tensor 

R!f iff with values in Y~ ® Y~ ® '!! q ® '!! q defined by 

xy: R!f !f0V 

= (D)$' xD!f y - D)$' yD)$' x - D)$' (x.y l)V (3.48) 

for'!! q-valued vector fields V. Using (3.26), we have 

xy: R!f !f0V = D!f X [Dy V + !1(DyO)0V] 
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it;' 
-D dDxV+~I(DxO)0V] 

- D[x.y lV - ~1(D[x.y lO)0V 

=Dx[DyV + !1(D y0}0V] 

+ !I(Dx O)0[ Dy V + ~1(DyO)0V] 
-Dy[DxV + !1(Dx O)0V ] 

- !1(D yO)0[DxV + !I(Dx O)0V ] 

- D(x.y lV - !1(D(x,y lO)0V 

= (DXDy - DyDx - D[x,y l)V 

+ !I(DxDyO - DyD x0 - D[x.y lO)0V 

= xy: Rw0V + !xy: T70VI. 
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Therefore, 

R!f if = R!f + !(34)(Ty ® I). 

Similarly to (3.42), we define for the connection D it;' x 

T!f Y = Rit;' it;'00. 

Thus it follows from (3.49) and (3.43) that 

(3.49) 

(3.50) 

(3.51) 

i.e., Tit;' y has its values in Y~ ® Y~ ®.Y q' Also, substitu­
tion of (3.47) into (3.49) results in 

Rit;' 11' = Ry + Hl- (34)](Ty ®I) 

+ !(34)(T.r ® I) 

= Ry + !Ty ®1. 

This is a unique decomposition of R it;' iff • 

Because of (3.48), (3.27), and (3.29), we have 

xy: Riff iff 00 

(3.52) 

= (D it;' XDy - D!f yDX - D[x,y l)O 

=DYx(yoD®O) -DY y(xoD®O) - [x, y]oD®O 

= D Y x(yoJ) - D.'7 y(xoJ) - [x, y]oJ 

= (V xY - Vyx - [x, y])oJ = xy: T.y-oJ, 

where Ty is the torsion tensor on the tangent bundle with its 
values in Y~ ® Y~ ® Y q. Therefore, 

Rit;' if 00 = Ty~oJ. (3.53) 

In view of(3.50) and (3.51), this becomes 

T,y = TyoJ, (3.54) 

or, equivalently, 

Ty = T,70F. (3.55) 

With the aid of (3.48), (3.29), and (3.33), we have 

xy: Rit;' if 0(zoJ) 

= (DW xDWy - D it;' yDit;' x - D 1t'[X,y l)(zoJ) 

= (D·7 xD,7 y - D'Y yD·7 X - D.'7[x,y l)(zoJ) 

= [(VxVy - VyVX - V[X,y l)z]oJ 

= xy : (RT oz)oJ, 

where Ry~ is the curvature tensor on the tangent bundle with 
its values in Y~ ® Y~ ® Yq ® Y~. Thus, 

it;' -R It,GJ = Ry(oJ)z. (3.56) 

Moreover, noting that, by virtue of (3.52), 
it;' -- It' it;' -R r,GJoF=R w0(FoJ) =R )$'01y =Ry , (3.57) 

(3.56) yields 

R.7 = Ry-(oJ)z(OF)! (3.58) 

or, equivalently, 

(3.59) 

Performing contractions on R,:,-- gives the Ricci tensor 

R 7 -C(13)R,-;-, (3.60) 

with values in Y~ ® Y~, and the curvature invariant 

(R,T)s -C (13;24)(R:,- 01,:,-), (3,61) 

where the symbol C ( ) denotes contraction on the designated 
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files, for example, C (12)(m' ® v) = m/ov for m/E .7; at q and 
vE.7q at q. Similarly, from R5• we may also get a second­
order tensor 

R'7 = C(13, 8)(FoR.'T) 

with values in .7; ®.'T q' and a scalar 

(R,'7)s = C(13;24, 8) [(Fo)I(Fo)zR.'7 ] 
= C(13;24, 8) [(FO)I(FO)zRg, ], 

(3.62) 

(3.63) 

where C ( ,8) in these two cases denotes contraction again but 
with respect to the 8 product; for example, C (12, 8)(L ® M­
) = LGM for L, ME .'T q at q. These quantities are related as 
follows: 

(RT)s = (R.'7 )s· 

(3.64) 

(3.65) 

Local Poincare transformations: Let y(P) and r (P) re­
present the action of an arbitrary local Poincare transforma­
tion q; on the w(..ff) and If(..ff) bundles, respectively. Then 

u - ulPI = y(P )u, 

v _ VIPI = r(p)v, 

where u and ulPI are W q-valued twistor fields and V and VIP I 
are If q -valued twist-tensor fields. Let the action of q; on 
twistor connections 

Dx -DxIPI 

be defined by 

DxlPIU = y(P)DX[y(P-l)U] (3.66) 

for arbitrary u. To the twistor connection D x IP I on the 
w(..ff) bundle, there corresponds the twist-tensor connec­
tionDxlPI (same symbol) on the If(..ff) bundle. It follows that 

DxlPIV = r(p)Dx[F(P-1)V] (3.67) 

for arbitrary V. The covariant gradients D ® V and DIP I ® V 
corresponding to the Dx and DxlPI connections are.7; 
® If q -valued fields defined by 

xo(D®V) = DxV, 

Furthermore, 

xoJIPI = xo(DIPI ® OIPI) = D IJIOIPI 

= r(p)Dx [rIP -l)r(p)o] = r(p)DxO 

= r(p)[xo(D ® 0)] = r(p)(xoJ). (3.69) 

Now the inner products are 

x(·jiPly = (xoJIPI)G(yoJIPI) 

= [r(p)(XoJ)]8[r(p)(yoJ)] 

= (xoJ)8(yoJ) = x·y. 

Thus the inner product induced in the tangent bundle is in­
variant under q;. 

Now we compare the connections V x and V x lPI in­
duced on the tangent bundle by the connections Dx and 
DxIPI, respectively, by means of the maps generated by J and 
JIPI, respectively. For tangent vector fields x-X and z, we 
have 

(V xz)oJ = Dx"(zOJ), 

where 

(3.70) 

Dx"-V = Dx V + !1(DxO)8V (3.71) 

for .'Tq-valued twist-tensor fields V. Also we have 

(V xlPlz)oJIPI = D x IPI.'7(P\zoJIPI), (3.72) 

where 

DxIPly(PIV = DxlPIV + !1(D)PIOIPI)8V (3.73) 

for .7q-valued twist-tensor fields V. Then 

(V xIPlz)oJIPI 

= D
X

IP I:7(P l(zoJIPI) 

= DxIPI(zoJIPI) + !1(DxIPIOIPI)8(zoJIPI) 

= r(p)Dx [rIP -1)F(P)(zoJ)] 

+ !I(F(P)Dx [rIP -l)r(p)o] J8[F(P)(zoJ)] 

= r(p)Dx(zoJ) + !1(Dx O)8(zoJ) 

= F(P) [Dx(zOJ) + !1(Dx O)8(zoJ)] 

= r(p)Dx"(zoJ) = r(p)[(v xz)oJ] 

= (V xz)oJIPI, (3.74) 

xo(DIPI ® V) = DxIPIV, 
(3.68) where we have used r (P)I = 1 and Eq. (3.69). Applying the 

inverse of the map generated by JIPI gives 
respectively, for arbitrary tangent vector fields x-X. 

Now we compare the inner products 

x·y = (xoJ)8(yoJ) 

and 

X(·)IPly = (xoJIPI)8(yoJIPI) 

of the tangent vector fields x X and y= Y induced on the 
tangent bundle by the maps generated by the fields 
J = D ® 0 and JIPI = DIP I ® OIPI. Let 

.'Tq
lPI = IRq IRqE :;rq' OIPI(q)8Rq = OJ 

= IRqlRqE 'G'q' l(q)GRq =0, 

OIPI(q)8Rq = OJ. 
It follows that Y q IPI is the image of Y q under the map r (P). 
Note that xOJ is .'Tq-valued and x ° JIPI is jTqIPI-valued. 
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(3.75) 

Thus the connection induced in the tangent bundle is invar­
iant under q; . 

IV. TWISTOR VARIATIONAL PRINCIPLES 

As we have shown in I, given a Lagrangian constructed 
from the gauge fields (connections), we can obtain the equa­
tions of motion for these fields by means of an action princi­
ple in which the fundamental quantities to be varied are the 
Dx· 

Moreover, since any two linear connections may differ 
only by a linear transformation, we have 

(8Dx)V = (8Bx)8V (4.1) 

for each ~ q-valued twist-tensor field V, where 8Bx(q)E ~ q 
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® ~ q' Ifwe now vary (3.8), we get 

o = (~Dy V)8W + V8(~Dx W) 

= VC:J! [1 + (12)J~Bx J8W. (4.2) 

Since V, Ware arbitrary, it follows immediately that 

[1 + (12)]~Bx = O. (4.3) 

In addition, setting V = I in the first part of (4.2) leads to 

105Bx = O. (4.4) 

Thus, (4.3) and (4.4) combined imply that8Bx (q)E)Jt?q ®)Jt?q 
and ~B(q)E Y; ®)Jt?q ®)Jt?q, where ~B(q) is defined by ~Bx 
= xo8B, in analogy to what we did in I. 

To relate this variation of a connection on a twist-tensor 
field to the variation of the twistor connection 

(4.5) 

where 8MxE ~ "Z and I is a ~ q-valued twistor field, ob­
serve that 

(8Dx)V = (~Mx).V - V.(~Mx) 
= ! (23) [(~Mx)(1 + 0) 

+ (I + 0)(8Mx)]J ! V. (4.6) 

Substituting (4.1) on the left side of (4.6) and using (2.27) on 
the right side of (4.6) yields 

i.e., 

8Bx8 V = W23)[(~Mx)(1 + 0) 

+ (I + 0)(8Mx)] I ! A8V, (4.7) 

8Bx =W23)[8Mx(I+0)+(1+0)(8Mx)]I! A. 
(4.8) 

Note that by putting V = 0 in the first part of(4.6) leads, in 
particular, to 

~Jx = ~DxO = ~Bx80 = ~Mx.O - O.~Mx 
= 8Mx .0 - (8Mx .0j; (4.9) 

which relates the variation of J x with the variation of the 
twistor connection. 

The space in which ~Mx has values at each point qEJI 
is given by the following: 

Theorem 4.1: 

8MxE [(yz ~ Y2): (Y2 ~ Y z)] a>(Y2 a~ Y 2)(4.1O) 

where (Y 2 ® • Y 2) is the subset of all symmetric tensors in 
Y z~ Y zJ Y 2 ® • Y 2) is the subset of all symmetric tensors 
in Y 2®Y2, (Y2®.Y2 )a>R(Y2 ®sY2) denotes the real 
part (with respect to the adjoint operation) of the direct sum 
of these subspaces, and Y Z ® aH Y 2 is the subset of all anti­
Hermitian tensors in Y z ® Y 2' 

Proof From (3.5) and the first part of (4.6) we have 

o = (~Dx)1 = (8Mx ).1 - 1.(~Mx)' 

Thus 
~Mx.1 = (8Mx .lj: (4.11) 

i.e., 8Mx .1 E J'2 ® .J'2' Equation (4.11) implies the direct 
sum decomposition 

8MxE (J'2 ~ J'2) a> (J'4® Y z). 

Now, from (3.4) and (4.5) we get 
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o = (~Dx)A = [(8Mx .h + (~Mx.b 
+ (~Mx.b + (~MX.)4]A 

= -(~Mx)sA (4.12) 
[where again we are making use of the notation introduced in 
I, Eqs. (3.14) and (3.15)]. Equation (4.12) follows from a well­
known result in linear algebra with the symbol (~M x)s de­
noting the scalar invariant of ~Mx' 

Therefore, (4.12) results in 

(~Mx)s- - (~Mx)! (I + 0) = 0, (4.13) 

and (4.11) together with (4.13) implies 

~MxE(Yz ~ Y z)a> (Y2 ~ Y z)a>(Y2®Y2).(4.14) 

Finally, from (3.3) and (2.63) we can write 

or 

X (JIm) = (Dxllm) + (lIDxm) 

X [I.(i - O).m] = ( Dxl).(1 - O).m 

+ 1.(1 - O).Dxm. 

Varying this last expression gives 

i.e., 

0=( ~Mx.I).(1 - O).m + 1.(1 - O).~Mx.m) 

= - I.~Mx.(1 - O).m + 1.(1 - O).~Mx.m, 

0= (I - O).8Mx + [ (I - O).8Mx r (4.15) 

Equation (4.15) together with (4.14) leads to 

~MxE[ (Y2 ~ Y 2) :(Y2~Y2)] a>(Y2a~ Y z)· 

Q.E.D. 
We can now apply these results to specific Lagrangians, con­
structed from (3.44), to obtain twistorial equations of motion 
for the corresponding gauge fields. In what follows, we shall 
concentrate on the Lagrangian which will result in a spinor­
ial formulation of the Einstein-Cartan theory. The extension 
of the procedure to other permissible Lagrangians is suggest­
ed by the approach here adopted and is rather straightfor­
ward. Thus we take 

Lo = 2~ f (R Y)s dp 

=-I-fC(13;24,8)[(FO)1(FObRw] dp, (4.16) 
2k 

where k = 81TG / c4 and C (13;24,8) denotes contraction of the 
1st with the 3rd and 2nd with the 4th twist-tensor files via the 
o operation, and 

dp = [dO(oJ)4(OJb(oJlz(oJ)lJ &B N (4.17) 

is the scalar element of volume on J( defined by Eq. (3.45) of 
I, except that here N(q)EYq AYq AYq AYq, 

N &B N = - 4!, and J(q)EY; ® Y q' 

We consider first the variation of(Ry )s' This is given by 

~(R.r)s = C(13;24,8)[(~Fo)1(F°lzRl!' + (FO)l(~F0lzR3" 
+ (FO)l(F°lz~Rl!']' (4.18) 

If we now recall Eq. (3.17), we have 

LG(~FoJ + Fo~J) = 0, 

from which we get 
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of = - FooJ8F. (4.19) 

Substituting (4.19) into (4.18) results in 

o(R 7 )5 = C(13;24,d[ - (FooJ8Fo)dFobR",. 

- (FO)I(Fo0J8FohR,.;' ] 

+ (FO)I(FOjzoR" ]. (4.20) 

The variation of the curvature tensor Re is given by 

xy~oR" 8L = 0 (DXDy - DyDx - D[x.y ])L 

= oBx<;)DyL + Dx(oBY8L) 

- oBy{;)DxL - Dy(oBx8L ) 

- oB[x,y ]8L 

= Dx(oBY)8L 

- Dy(oBx)8L - oB[x.y ]8L. (4.21) 

Furthermore, making use of the relation (3.34), we have 

Dx(oBy) = Dx(yoJ8FooB) 

= [Dx (yoJ)]8FOoB + yoJ8[ Dx(FooB)] 

= (V' xy)ooB + yoJ8[ Dx(FooB)]. (4.22) 

Consequently, 

xy ~ OR;58L 

= xy ~ T~ooB8L 

+ [yoJ<;)Dx(FooB) - x oJ{;)Dy(FOoB)]8L , 

l.e., 

oR" = T~ ooB - [1 - (12)][J8(12)D(FooB)]. (4.23) 

Inserting (4.23) into (4.20) and carrying out the contractions 
yields 

o (R7 )5 = - (Fo0J8F)tp [(1243)Rw + (14)Rw ] <pF 

+ [(123)(Fo)I(FohTT ]0oB - C(12) 
o 

X [D(F0 [1- (23)]oB)8F]. (4.24) 

Note now that the last term in (4.24), which is being acted by 
the operator of covariant differentiation, can be expressed as 

F0 [1-(23)]oB=zoJ, (4.25) 

that is, 3 zEYq such that mapping with J generates the 
twist-tensor in Y q given by the left-hand side of (4.25). 
Equivalently, we have 

(F0 [1- (23)]oB)8F = z. 

Recalling (3.34), we can then write 

C(12)[D(F 0 [1 - (23)]oB)8F ] 

(4.26) 

can, nevertheless, decompose this term as follows 14: 

VO[(F 0 [1- (23)]oB)8F] 
s 

= Vo [(F (9 [1 - (23) ]oB18F] 

- [C(23)TT ]0 [(FCi) [1- (23)]oB18F ), (4.29) 
5 

where the part with the standard connection V does, in fact, 

vanish upon integration and may, therefore, be neglected. 
Rewriting the second term in (4.29) and substituting into 
(4.28) leads to 

b (R y )5 = - 2(FooJ8F) 9 ((14)Rw ] 9 F 

+ [(123)(Fo)\(FohTT] 00B 
o 

+ (C(23)T7] 0 ((F 0 [1- (23)]oB)8F). 

(4.30) 

To express this variation in terms ofthe variation of the 
twistor connection, we make use of (4.8) and (4.9). Thus, we 
obtain 

o A 
-oM A (((FOh(Fob(13)T.7] A A) 

A A 

+ bM ~ ([(C(23)T:r)0 
A 

X((24)[ 1 - (23)]FF)] ! A). (4.31) 
A 

Because of (4.10), the variation oM in (4.31) cannot be treat­
ed as completely arbitrary. In order to be able to do this, we 
have to project the terms with which oM is contracted onto 
the same subspace in which oM has values at each point 
qE.AI. Consider a typical term in (4.31) which has the form 

[ ] : oM. Projecting onto the subspace of oM yields 
A 

W[1 + (23)]([ ] 

+ T])][(AI)\(AIh 

+ (AO)\(AOh] 

+ W ] - (23) T])(AO)\(AIhl ; oM, 
A 

or, equivalently, 

(4.32) 

= C(12)V[(F 0 [1 - (23)]oB)8F ] 

= Vo [F (9 [1 - (23)]oB)8F]. (4.27) [ - JoW 1 + (23)]([ ] + [ ])[(AI)J!. .. Ih 

Hence 

o (R7)s = - 2(FooJ8F) 9 [(14)Rw ] 9F 

+ [(123)(Fo)I(FohTy ] 0 DB 
o 

- vo ((F6 [1 - (23)]oB)8F]. (4.28) 

The divergence term in (4.28) cannot be integrated out di­
rectly in the Lagrangian because it is a nonsymmetric con­
nection in the tangent bundle which allows for torsion. We 
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+ (AO)I(AO)z] 

+ W ] - (23) T])(AO)I(AI)J I :: [Fo oM]. 

(4.33) 

Ifwe now apply (4.33) to the first term in (4.31), take into 
account 18L = ° : L = 0 and 08L = I : L = 0 for twist­
tensors with values in Y q' and write symbolically Rw 
= xy AB (where x, y E Y; and A, B, E :lr'q) to stress the 
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spaces of the files in a typical term of R~, we get 

~M ;. ! [(F0(14)R~ ) CP F] a(F ... 0) J ... 
= - 4[B(A: Fox) 

Applying similar arguments to the other two terms in (4.31), 
we find 

- 8M;' ([(Fah(Foh(13)Ty ] : A) ... ... 
x(O ... (Fay) ... I)] :: (34)(Fa8M). (4.34) = - (ilv'2J! [1 - (12)](13)(24)[C(13)] 

Observe that for any AEKq and C E Yq 

A: C = (I ... A ... I + O ... A ... O + I ... A ... 0 

+ O ... A ... I) : (I.t.C ... O + O ... C ... I) 

= (I ... A ... O + O ... A ... I) : 

X (I.t. C ... 0 + O ... C ... I) 

= (I ... A ... O) : (I ... C ... O) 

+ (O ... A ... I) : (O ... C ... I) 

= 2(0 ... A ... I) : (O ... C ... I). (4.35) 

Consequently, (4.34) becomes 

= - 8 !(I ... B ... 0 + O ... B ... I)(O ... A ... I): 

(O ... (Fax) ... I)(O ... (Fay) ... I) J 

:: (34)(Fa8M) 

= - 81 (13)(24)[1 - (34)](0 ... (Fax) ... I) 

: (O ... A ... I) 

X (O ... (Fay) ... I)(O ... B ... I) :: (34)(Fa8M) ~. (4.36) 

The terms in (4.36) are all of the form (O ... C ... I) with values in 

Y 2 ® y 2' To convert to elements in Y 2 ® y 2' thus having 
aH H 

the usual isomorphism with Minkowski space lO
•
14 and also 

preserving inner products, we have to make each term C E Y 

correspond to v'2i (O ... C ... I)EY ® Y 2' Consequently, 
H 

~M~{ [(F0(14)Rw )<PF] a(F ... O)} ... 
= - 2!(13)(24)[ 1 - (34)](v'2iO ... (Fax) ... I) 

: (v'2(iO ... A ... I)(Foy) ... I) 

(v'2iO ... B ... I)J :: (34)(Fe8M) 

= 2{(13)(24)[1- (34)]RJ :: (34)(Fa8M), (4.37) 

where R is the spinor equivalent of the Ricci tensor for a U 4 

space (torsion allowed). Following Witten l7 and Penrose,3 
we have for this easelS 

R = - !(23)01(R). + (23)0[C(23)A] 

+(23) [C(23)A]I+2(14)G. (4.38) 

Here (R ).- - [(23)01] :: R is the usual curvature scalar, 

and 

1483 

A = HI - (13)(24)]B, (4.39a) 

B = (12)B = (34)B = .iC(13;57)~ 

(~E spinor equivalent of curvature tensor), 

G=HC+ct], 

C = (12)C = (34)C = lC(13;68)~, 

(12)C(23)A = C(23)A. 

J. Math. Phys., Vol. 23, No.8, August 1982 

(4.39b) 

(4.39c) 

(4.39d) 

(4.3ge) 

+ C(24)]T] :: (Fa8M) (4.40) 

and 

- ... 
8M;' ([(C(23)Ty)a((24)[1 - (23)]FF)] ... A) 

... ... 
= - ilv'2[1- (12)](13)(24)[([(13) - (23)]0 

+ [(14) - (24)]I)C(35;46)T] :: (Fa8M), (4.41) 

where 

T = - (13)(24)T = - !(23)[OC(13)T 

+ (35)(46)(34) (C(13)T)I] (4.42) 

is the spinor equivalent of the torsion tensor. 
Combining (4.37), (4.40), and (4.41) yields 

8 (Ry). = ! [1 - (12)](13)(24)(2R 

- [i(12)1v'2J [C(13) + C(24)]T 

- [i(12)1v'2W(13) - (23)]0 

+ [(14) - (24)]I)C(35;46)T)J 

:: [(34)Fa8M]. (4.43) 

Next we evaluate the variation of the volume element in 
(4.16). First note that (4.17) may be written as 

dp = dfl:: [(J0)t!J0b(J0h(J0)4N] 

(4.44) 

where 

r' = (J0)t!J0b(J0h(J0)4N. (4.45) 

Varying (4.45) gives 

8r' = [(8J0)t!J0b(J0h(J0)4 

+ (J0)1(8J0b(J0h(J0)4 + ... ]N 

= [(8J0Fa)t!J0)t!J0b(J0h(J0)4 + ... ]N 

= Ltl(8J0Fa)k ]r' = (8J0F).r', (4.46) 

where the scalar invariant (8J0F). is here defined by 

(8J0F). = C(12)(8J0F) = F0 OJ. (4.47) 

Ifwe now vary (4.44) and make use of (4.46) and (4.47), we 
immediately get 

8 dp = dfl :: 8r' = F 0 8J dp, 

or, taking into account (4.9), 

8dp = - 2(F ... O).l..8Mdp. ... 

(4.48) 

(4.49) 

Again, in order to be able to treat 8M arbitrarily, we need to 
project into the appropriate space. Thus, applying (4.33), we 
obtain after some straightforward operations 

8 dp = 2[(JaF) ... 0] :: (Fa8M) dp 

= 2[15' ... 0] :: (Fa8M) dp. (4.50) 

Moreover, recalling (A27) and subtracting the projection op-
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erator into the space spanned by I and 0, we can write 

IS' =!A - ~I®O - !O®I 
= ~(I /\ 0) - !I ® 0 - ~O ® I 

= - H(23) + (24)](1 ® 0 + 0 ® I). (4.51) 

Consequently, (4.50) becomes 

8 dp = ([ 1 - (12)](23)01)!! [(34)Fo8M] dp. (4.52) 

Finally, making use of (3.65), (4.43), and (4.52) in the vari­
ation of (4.16) leads to the field equations 

(34)Jo 8Lo =_1_[ 1 - (12)](13)(24l!~(23)01(R)s 
8M 2k 

+ 2(23)(0[C(23)A] 

+ [ C(23)A]I) +4(14)G 

- [i(12)/~] [C(13) + C(24)]t 

- [i(12)/~]([(13) - (23)]0 

+ [(14) - (24)]I)C(35;46)Tj 

- 8L 
= -(34)Jo~ 

8M' 
(4.53) 

where 8LoI8M and 8Lm l8M stand symbolically for the 
variation of the free field and matter Lagrangians minimally 
coupled to the gauge fields (connections). 

Projecting (4.53) from the left with (O~)I(I~h and from 
the right with (~I)I(~Oh results in 

~(R )s(23)01 - 2[(23)OC(23)A 

+ (23)( C(23)A)1 - 2(14)G] 

= + 2k (13)(24)l:, 

where 

(4.54) 

[ 
- 8Lm ] (O~)I(I~h - (34)Jo 8M (~I)I(~Oh (13)(24)l: 

(4.55) 

and l: is related to the asymmetric total energy-momentum 
of the matter field. I 

Taking the symmetric and antisymmetric part of(4.54), 
gives 

~(R )s(23)01 + 4(14)G = k [1 + (13)(24)]l: (4.56) 

and 

2[(23)0(C(23)A) 

+ (23)( C(23)A)I] = k [1 - (13)(24)]l:, (4.57) 

respectively. 
Now consider the projection from the right of (4.53) 

with [(~I)I(~lb + (~O)I(~Ob]' We get 

- (i/~)(13)(24)[C(13) + C(24)]T 

- (i/~[(13) - (14))[C(35;46)T]0 

- (i/~)[(23) - (24))[C(35;46)T]1 

[ 
- 8L ] 

= 2k (O~)I(hh - (34)Jo 8~ 

X [(~I)I(~lh + (~O)I(~Olz] 
- (ik/~)[C(35) + C(46)]-r, (4.58) 

where -r is related to the spin angular momentum of the mat-
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ter field. 
Equation (4.58) may be simplified further by making 

use of the unique torsion decomposition which we derived in 
a previous paper l5 [cf. Eq. (37) therein]: 

T= [1-(13)(24)Jl-2[6+i(24)0"](23)01 

+ (45)(12)HI - (36)HOj. (4.59) 

Substituting (4.59) into (4.58) yields 

2[(13) - (14))[(iO" - 26)0] 

+ 2[(23) - (24)][(iO" - 26)1] + 2H + 2(12)H 

= k [C(35) + C(46)]-r. (4.60) 

Contracting on (14) files in the above equation gives 

- 6(12)(iO" - 26) = k [C(14;35) + C(15;46)]-r, (4.61) 

and, contracting on (24) files in (4.60), we get 

- 6(iO" - 26) = k [C(24;35) + C(25;46)]-r. (4.62) 

To obtain separate equations for 0" and 6, we take the com­
plex conjugate of (4.61) and make use of the Hermitian prop­
erty 0" = O"t, 6 = 6t . It then follows that 

6(iO" + 26) = k [C(14;35) + C(15;46)]T. (4.63) 

Adding and subtracting (4.62) and (4.63) yields 

6 = (k /24)1 [C(14;35) + C(15;46)]T 

+ [C(24;35) + C(25;46)]-rj (4.64) 

and 

0" = - (ik 112)1 [C(14;35) + C(15;46)]T 

- [C(24;35) + C(25;46)]-rJ, 

respectively. 

(4.65) 

Inserting (4.64) and (4.65) into (4.60) and projecting 
with I and 0, we get corresponding equations for Hand H. 
The physical interpretation of these results and the applica­
tion to specific matter fields will be the subject of a forthcom­
ing paper. 
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APPENDIX: SUMMARY OF TWISTOR ALGEBRA 

Twistor space UJt = UJt 2.2 is a four-dimensional complex 
vector space with a Hermitian-type inner product (sit), an­
tilinear in SEUJt and linear in tEUJt, having the signature 
(+ + - -). The dual twistor space 'Zt' UJt ;.2 is the set of 
linear functionals on 'Zt; thus each element k' E UJt' acts on 
each element IEUJt to produce a complex number, denoted 
k'ol or 10k'. 

The symbol 0 will also denote contraction operations 
(inner multiplication) between twist-tensors; for example, 
MoK', M: K', M:: K', K'oM, K':M, K':: M, etc., for M 
E'Zt" m and K' E UJt'" k. The number of circles 0 is the number 
c of contractions performed, and m;;'c, k;;.c. The case with 
M followed by K' with c circles in between indicates the 
contractions of the last c files of M with the first c files of K' 
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in sequence, e.g., M~ K' has the second to last file ofM con­
tracted with the first file ofK' and the last file ofM contract­
ed with the second file of K'. Similarly, K' followed by M 
with c circles is defined. The above definition also applies to 
other cases, for example, BoC, where BE~ ®~' and 
CE~ ®~' orCE~. 

Conjugation operations: The conjugation operation 
IE~-jE~' is an antilinear map defined by the equation 

jam = (llm)* (AI) 

for all mE~. An important property, which follows from the 
Hermiticity of the inner product, is 

jam = (lom)*, (A2) 

where * denotes complex conjugation of a complex number. 
The conjugation operation BE~ "2_BE~'" 2 is an an­

tilinear map defined by the equation 

B ~ 1m = (B ~jm)* (A3) 

for all I,m E ~, where the notation B ~ s't' and C' ~ 1m de­
notes the action of BE ~ " 2 as a bilinear functional on s', t' E 
~'and the action ofC'E~'''2 on I, mE~. Some important 
properties which follow from (A3) are 

(I®m( =i®m, (A4) 

B ~ A = (B ~A)*, (AS) 

(Boi)' = BOI, (A6) 

for I, m E ~ and A, B E ~ .. 2, where the notation B ' =B and 
( =i was used for convenience. We also have the result 

BE~ A2=>BE~'A2, 

where ~ A 2 and ~'A 2 are the subspaces of antisymmetric 
twist-tensors in ~ ,,2 and ~'''2 respectively. 

The conjugation operation can be readily generalized to 
higher order twist-tensor spaces; for example, 
ME~ "4_ME~'''4 is defined by the equation 

'" , 
M ~: Impr = (M :~ Impr)* (A7) 

for all I, m, p, r E ~, where the notation M ~~ s't'u'v' and 
K':~ Impr denotes the action ofME~ ,,4 on s', t', u', V'E~' 
and the action ofK'E~'''4 on I, m, p, r, E~. The properties 
(A4), (AS), (A6) can be then extended as follows: 

(I®m®r®s)' = i®m®r®s, 

(A®B( =A®B, 

M 00 N = (M 00 N)* 
00 00, 

(M~ B)' =M: B 

(A8) 

(A9) 

(AW) 

(All) 

fori, m, r, S,E~ and A, BE~ ,,2 andM, N E ~ ;'4. Note also 
that 

ME~ t\4=>ME~'t\4 

ME~ A2® ~ A2=>ME~'A2® ~'A2 

Duals of an tisym metric twist-tensors: Assume that we 
have a given privileged element AE~ t\4 satisfying the re­
quirement 

'" A:: A=4!. (AI2) 
Since the subspace ~ t\4 has dimension one, it follows that 
any element of ~ t\4 satisfying the requirement (AI2) must 
be of the form eit/> A for some angle ¢. Let A' E ~,t\4 be defined 

1485 J. Math. Phys., Vol. 23, No.8, August 1982 

as A'=A. Now let (~, A) denote the space ~ with the ele­
ment AE~ t\4 given as a part of the structure. From now on 
we shall abbreviate this notation with the symbol ~, i.e., 
~-(~,A). 

The operations of forming the dual, BE ~ A 2 
-*BE~' A2 and C'E~' A2_*C'E~ A2 are defined by the 
equations 

*B = ~A': B, 

*C' = ~A: C'. 

Some properties of this operation are 

**B = B, 

**C' = C', 

for A, BE~ A2 and C'E ~'A2. 

(A13) 

(AI4) 

(AIS) 

(AI6) 

(AI7) 

The double dual operations M E ~ A 2 ® ~ A 2 _ * M * 
E ~'A2 ® ~'A2 and K'E ~'A2 ® ~'A2 _ *K'* E ~ A2 ® 
~ A 2 are defined by 

*M* = ~A' ~ M: A', (AI8) 

*K'* =!A ~ K': A. (AI9) 
Inner product in ~ A2. The inner product A, B E ~ A2 

-A0B E C, where C is the complex number system, is a 
bilinear, symmetric map defined by the equation 

A0B = ~A: A' : B. 

It follows from (A20) that 

A0B = *A : B = A : *B, 

A A B = ~(A0B)A, 

where A A B is defined as 

AAB = !2)gn(P)P(A®B). 
p 

(A20) 

(A2I) 

(A22) 

(A23) 

The sum in (A23) goes over all permutations P acting on the 
four files of the tensor A ® B; sgn (P) = I if P is even, and 
sgn(P) = - I if Pis odd. 

Related to this inner product are the following tensor 
contraction operations: 

ME~ A2 ® ~ A2, BE~ A2_M0BE~ A2, 

BE~ A2, ME~ A2 ® ~ A2_B0ME~ A2, 

M,NE~A2® ~A2_M0NE~A2® ~A2. 

These are defined by 

M0B = ~M: A' : B, 

B0M = ~B: A' ~ M, 

M0N = !M~ A' : N. 

It follows from (A24) and (AI5) that 

!A0B = !B0A = B 

(A24) 

(A2S) 

(A26) 

(A27) 

for all BE ~ A 2, so !A acts as an identity operator on ~ A 2 via 
the 0 inner product. 

Definition: BE~ A2 is null iff BGlJ = O. 
Simple elements of ~ A 2 and ~'A 2: A twist-tensor 

BE~ A2 is simple ifit has the form B = lAm, wherel, mE~. 
Similarly, C' E ~'A 2 is simple if it has the form C' = p' A q', 
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where p', q' E ~'. 
We construct the subspace J'(B) of ~ and the subspace 

J"(C') of ~' as 

J'(B) = IBon'ln'E~'J, (A28) 

J"(C') = I C'OrlrE~ I· (A29) 

Relevant to some of the subsequent discussion are the 
following easily proved theorems about simple twist-tensors: 

Theorem A.t: IfB#O and B = lAm (i.e., B is simple), 
then I, m is a basis for J'(B). Similarly, ifC'#O' and 
C' = p' A q' (i.e., C' is simple), then p', q' is a basis for J"(C'). 

Theorem A.2: B is simple and not 0 iff J'(B) has dimen­
sion 2. Similarly, C' is simple and not 0' iff J"(C') has dimen­
sion 2. 

Theorem A.3: B is simple iff * B is simple. Also B # 0 iff 
*B#O'. 

Theorem A.4: Suppose B is simple. Then J'(B) and 
J" (*B) are perpendicular, i.e., loq' = 0 for allIEJ'(B) and 
all q'EJ" (*B). 

Theorem A.S: B is simple iff Bo* B = O. 
Theorem A.6: B is simple iff B is null. 
Theorem A.7: Suppose A#O and B#OE~ 1\2 are sim­

ple. Then A8B#0 iff ~ = J'(A) Ell J'(B). 
Theorem A.S: Suppose A#O and B#OE~ 1\2 are sim­

ple. Then ~ = J'(A) Ell J'(B) iff~' = J" (*A) Ell J"(*B). 
Projection operators: Let A, BE~ 1\2. Then Ao*B maps 

~ into ~ by the operation (Ao*B)ol for IE~. The range 
J' (Ao*B) of this map is a subspace of ~ defined as 

J'(Ao*B) = [Ao*BomlmE~ I. (A30) 
Theorem A.9: Suppose A#O and B#O are simple and 

that A8B#0. Then J'(A) = J'(Ao*B) and 
J'(B) = J'(Bo*A). 

Theorem A.tO: Suppose A # 0 and B #0 are simple, and 
thatA8B=2. Then SA = -Ao*BandSB = -Bo*Aare 
mutually orthogonal projection operators onto J'(A) and 
J'(B), respectively. 

According to this theorem, we have 

SA oSA =SA' 

SBoSB =SB' 

SA oSB = SB oS A = 0, 

IEJ'(A)¢::}SA 01 = I, 

IEJ'(B)¢::}SB 01 = I, 

IEJ'(A)¢::}SB 01 = 0, 

IEJ'(B)¢::}SA 01 = O. 

Note that SA + SB is the unit operator on ~, i.e., 

(SA + SB )01 = I 

for allIE~. 

(A31a) 

(A31b) 

(A31c) 

(A31d) 

(A31e) 

(A31f) 

(A31g) 

(A32) 

Real twist-tensors: A twist-tensor BE~ 1\2 is real iff 

*B = B. Also, ME~ 1\2 ® ~ 1\2 is real iff*M *= M. In parti­
cular, it follows from (A15) that A is real. 

Let if if 2.4 = I PIPE ~ 1\ 2, P reall. Then if is a vec­
tor space over the reals. The inner product 8 in if has signa­
ture (+ + - - - -). 

Correspondence with Minkowski space: The infinity 
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twist-tensor IE if is a given privileged element such that 1#0, 
and 181 = O. The space (~ , A, I), which has I as part of the 
structure, has the property that the group of linear transfor­
mations on it that preserves its structure is a faithful repre­
sentation of the Poincare group 9. 

The set 'lr = [PIPEif, P8P = 0, I8P = 21 is a hy­
persurface in if which has a one-to-one correspondence with 
the elements of Minkowski space-time. This hypersurface is 
invariant under the action of 9. 

The tangent space 'lr p at a given element PE'lr is the 
set of elements TEif which are tangent to the hypersurface 
'lr at P. It follows that 'lrp = [TITEif, I8T = 0, 
P8T = 0 I. The inner product 8 in Jf"'p is the Minkowski 
inner product with signature (+ - - -). This inner pro­
duct makes 'lr a pseudo-Riemannian space. The standard 
connection on 'lr leads to a curvature tensor that is zero 
everywhere on 'lr. Thus 'lr is intrinsically a flat space. 

The origin twist-tensor OE'lr (note, therefore, that 
080 = 0 and 180 = 2) is any chosen element of 'lr regard­
ed as a reference point. The space (~ ,A,I,O) has the proper­
ty that the group of linear transformations on it that pre­
serves its structure is a faithful representation of the Lorentz 
group. The structure of this space leads uniquely to a bilinear 
anti symmetric inner product on ~ , an adjoint operation on 
uz" and a unique decomposition uz, = J'(I) Ell J'(O), which 
serve to relate twistors to the Dirac bispinor space. 

Inner product on(~, A, I, 0): First note that by 
Theorem A7 the subspaces J'(I) and J'(O) have the proper­
ty that ~ = J'(I) Ell J'(O). Also, by Theorem AlO, SI 
= - 10*0 and So = - 00*1 are mutually orthogonal 

projection operators onto the subspaces J'(I) and J'(O), re­
spectively. 

The inner product I, mE~-I ... mEC is a bilinear, anti­
symmetric map defined by the equation 

(A33) 

Related to this inner product are the following tensor 
contraction operations: 

BE~ ®2, IE UZ,_B ... IE uz, , 

IE~, BE~®2_I ... BE~, 

AE~ "'2, BE~ ®2_A ... BE~ "'2. 

These are defined by the equations 

B ... I = - Bo(*I + *0)01, 

I ... B = - 10(*1 + *O)oB, 

A ... B = - Ao(*I + *O)oB. 

It also follows directly from (A33)-(A36) that 

m ... (B ... I) = (m ... B) ... I, 

(A ... B) ... I = A ... (B ... I), 

A ... I = -I ... A, 
(A ... B) - = - B ... A 

for I, m E ~ and A, BE~ ®2. 

(A34) 

(A35) 

(A36) 

(A37) 

(A38) 

(A39) 

(A40) 

As a consequence of Theorems A5 and AlO, we have 
Theorem A.ll: Acting via the ... inner product, I and 0 

are mutually orthogonal projection operators onto J'(I) and 
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Y(O), respectively. 
Thus, according to this theorem, we have 

1 ... 1 = I, 

0 ... 0=0, 

1 ... 0 = 0 ... 1 = 0, 

IEY(I)~I...I = I, 

IEY(O)~ ... I = I, 

IEY(I)~ ... I = 0, 

IEY(O)~I...I = O. 

(A41a) 

(A41b) 

(A41c) 

(A41d) 

(A41e) 

(A41t) 

(A41g) 

Note that I + 0, acting via the ... inner product, is the unit 
operator on ~, i.e., 

(I + 0) ... 1 = I, (A42) 

for allIE~. 
The basic properties of this inner product are 

I ... m is bilinear in I, mE~, 

I ... m = - m ... 1 for all I, mE~ (antisymmetry), 

I, m independent elements of Y(I)~I ... m#O, 

I, m independent elements of Y(O)~I ... m#O, 

lEY (I) and mEY(O)~I ... m = 0, 

I, mEY(I)~11\ m = - (l ... m)l, 

I, mEY(O)~11\ m = - (l ... m)O. 

As a natural extension of (A33) we define the double 
product: , or double contraction with the ... product, T, 
WE~ .. 2 __ T: WEe as a bilinear, symmetric map given by 
the equation 

T:W = [To(*1 + *0)] ~ [(*1 + *O)oW] 

= - [(*1 + *O)oTo(*1 + *0)] ~ W. (A43) 

An important property, which follows from (A43), is 

(I ® m) : (r ® s) = (I ... r)(m ... s) (A44) 

for I, m, r, SE~. 
Making use of some of our previous results, we can re-

late the: and 0 products in ~ 1\ 2 by 
Theorem A.12: For T, WE~ 1\2 

T: W = !T0(1 + 0)(1 + 0)0W - T0W. (A45) 

As a consequence of this theorem, we have 

I : I = 0 : 0 = 2, (A46) 

I: 0 = 0: 1=0. (A47) 

It also follows from (A45) that for TE~ 1\2 

I : T = 00T, (A48) 

(A49) 

Hence, TE7ro~l: T = 0: T = O. 
Furthermore, for T, WE7r 0 we have 

T: W= -T0W. (A 50) 

Equations (A48) and (A49) allow us to invert (A45) to obtain 
an expression for the 0 in terms of the: product: 
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T0W =!T: (1+0)(1+0): W-T: W. (A51) 

Adjoint operation: We shall make use of the fact that the 
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quantity 

SI +So = - (10 *0 + 0 0 *1) 
= (I - 0)0(*1 - *0) = - (I + 0)0(*1 + *0) 

(A52) 

is the unit operator on ~ , and 

SI + So = - (*001 + *100) 
= (*1 - *0)0(1 - 0) = - (*1 + *0)0(1 + 0) 

(A53) 

is the unit operator on ~', acting by the ° operation in both 
cases. 

The adjoint operation IE~ __ IE~ is an antilinear map 
defined by the equation 

1= io(1 - 0) = - (I - 0)01. 

It follows from (A52) and (A53) that 

i = 10(*1 - *0) = - (*1 - *0)01. 

(A54) 

(A55) 

Similarly, we define the adjoint operation BE ~ .. 2 __ BE ~ .. 2 
as the anti linear map given by the equation 

B = - (I - 0)0110(1 - 0). (A56) 

From this we obtain 

(A57) 

Some basic properties of the adjoint operation are 

IE~ __ IE~ is one-to-one, IE~--IE~ is antilinear, 

i = I for allIE~, (I ... m)* = I ... iit for alII, m E ~, 

IEY(I)~IEY(O), IEY(O)~IEY(I), 

1=0, 0=1, 

I ... B ... m = (I ... B ... iit) * , B ... I = B ... I, 
ii = B, for BE~ .. 2 and I, mE~. (A58) 

The adjoint operation can be readily extended to higher or­
der twist tensors. Thus ME~ .. 4 __ ME~ .. 4 is defined by 

M = M[O(I - O)L[°(I - 0)lz[0(1 - 0)h[°(1 - 0)]4, 

(A59) 

where [0(1 - O)]k for k = 1,2,3,4 are linear operators 
'" acting to the left on the k th twistor file ofM numbered from 

right to left (in analogy to the notation introduced in I). 
Theorem A.13: The adjoint ofBE~ (real twist-tensor) is 

related to B by 

B = I ... B ... O + O ... B ... I + ~(I®O + O®I): B 

= - HlI - O)®(I - 0)] : B + B. (A60) 

Thus, if BE 7r 0' it follows directly that 

B=B. (A61) 

Relation to the Dirac bispinor space: The space (~ , A, I, 
0) with the bilinear inner product I ... m and the adjoint oper­
ation I, together with the given decomposition 
~ = Y 2 Ell Y 2, where Y 2=,,=Y(I) and Y 2 Y(O), is iso­
morphic to the Dirac bispinor space. However, the Hermi­
tian type inner product 

(11m) = - iI ... m (A62) 
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is also occasionally used for Dirac spinors instead of (11m). 
The latter can be reexpressed by means of the operations of 
the Dirac bispinor space as 

(11m) = 1.(12 - 12).m, (A63) 

where 12 = I and 12 = O. 
Minkowski 4-vector space, as it is usually constructed 

from Dirac spin-tensors, is the subspace Y 2 ® H Y 2 of Her­
mitian spin-te!!sors in Y 2 ® Y 2' Here, AEY 2 ® Y 2 is called 
Hermitian iff A = A. If we antisymmetrize the elements of 
Y 2 ® H Y 2 we get a subspace Y 2 /I. H Y 2 of antisymmetric 
Hermitian tensors. This subspace coincides with i 'lr 0' the 
space obtained by multiplying each element of 'lr 0 by i. The 
elements of i'lr 0 are pure imaginary with respect to the 
definition *A = A of reality for AE~ 1\2. The inner product 
8 in i 'lr 0 has signature (+ + + -). Also 
A8B = - A ! B for A, B in 'lr 0 and i 'lr 0 . 

In order to construct a basis for i 'lr 0' let hi' h2 be a 
basis for Y 2 such that h l.h2 = 1. Then hi" h2" is a basis for 
Y 2 with hi' .h2, = 1. We can therefore write 

To = !(hl, /I. hi + h2' /I. h2), 

T I = - !(h l, /I. h2 + h2' /I. hi ), 

T 2 = - !i(hl' /I. h2 - h2' /I. hd, 

T3= -!(h l ,/l.h l -h2,/l.h2 ), 

(A64a) 

(A64b) 

(A64c) 

(A64d) 

which constitute an orthonormal basis for i'lr 0 satisfying 
the relations T 1l8T v = gllv' where gllv = 0 for f.l =1= v and 
gil = g22 = g33 = - goo = 1. Theseti Til for f.l = 0,1,2,3 is 
a basis for 'lr o. Including two more independent elements, 
for example, !(I + 0) and !(I - 0), together with the i Til 
(p. = 0, 1, 2, 3), gives an orthogonal basis for r?, 
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The Umbral algebra developed by Rota and his co-workers is used to show that the Mayer cluster 
expansion of the canonical partition function is related to the Bell polynomials. The algebra is also 
used to find a representation of the partition function and a rederivation of Mayer's first theorem. 
Finally, it is shown that in the "tree approximation" for the cluster integrals, the summation of 
Mayer's expression for the canonical-ensemble partition function for a finite number of particles 
could be performed using Denes' and Renyi's theorems in graph theory. 
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INTRODUCTION 

This article shows that the Umbral algebra developed 
by Rota and his collaborators 1.2 can be used to shed light on 
properties of the Mayer3 cluster expansion of the canonical 
partition function. Recently Gibbs, Bagchi, and Mohanty 
(GBM) and Donoghue and Gibbs4 were successful in deve­
loping a theory of vapor condensation along the lines set 
forth by Mayer several decades ago. The results of GBM 
motivated this work. 

This article is organized as follows. The Mayer equa­
tions are briefly reviewed. Then the Umbral algebra is intro­
duced. This algebra is used to derive a recursion formula for 
the cluster expansion of the partition function. For volume 
independent cluster integrals, the cluster expansion of the 
partition function is shown to be expressible in terms of A - I, 

whereA is an invertible shift invariant operator, and powers 
of volume V. Finally, it is pointed out that in the tree approx­
imation for the cluster integrals bl , the complete summation 
of the Mayer's expression for the canonical-ensemble parti­
tion function for a finite number of particles, could be per­
formed with the aid of some theorems in graph theory. 

MAYER EQUATIONS 

Consider a classical system consisting of N particles en­
closed in a volume V. Let the temperature of the system be T. 
The configuration partition function for the system is given 
by 

ZN(T, V) = ;! J..J WN(rl,···,rN)drl, .. drN· 

The quantity WN(r 1, ••• , r N ) is defined as 

(1 ) 

(2) 

where V (r I"" ,r N ) is the interaction energy between the parti­
cles, and kB is the Boltzmann constant. 

A set of cluster functions UI(r l ), U2(r l , r 2 ), ••• , is intro­
duced by the equations 

W1(rd = U1(rd = 1, 

W2(rl> r2) = U(I, 2) + U(I)U(2) 

==U2(r l , r 2 ) + U1(rdU1(r2), 

W3(r l , r 2, r 3) = U(I, 2, 3) + U(I, 2)U(3) + U(2, 3)U(I) 

+ U(3, l)U(2) + U(I)U(2)U(3). (3) 

The total number of terms in UI is 

(1/2)1(1- I) 

L C(/,k), 
k=1 

where C (I, k ) is the number of connected graphs of I labelled 
points and k lines. Thejth connected cluster integral 
bj(T, V) is defined3 in terms of the cluster function Uj as 

The left-hand side of the above equation denotes the sum 
over the "weights" of all connected graphs of} labelled 
vertices. 

(4) 

What Mayer3 showed is that the partition function is 
expressible directly in terms of the connected cluster 
integrals 

The grand partition function is defined in terms of 
QN(T, V) as follows: 

(5) 

B(T, V,z) = f QN(T, V)~, (6) 
N=O N! 

wherez is the fugacity of the system. The generating function 
of the grand canonical partition function is given by 

00 QN(T, V) [00 Zl] L ,~=exp V L l!bl(T, V), . 
N=O N. 1=1 I. 

(7a) 

That the above expression holds over a very wide class of 
weight functions is known as Mayer's First Theorem.5 To be 
precise, let G (N ) be a graph with N labelled points and let 
W{G (N)) be the weight associated with graph G (N). Let the 
weights have the properties that (a) W{G (N)) depends on the 
topology of G (N), but not on the labelling of the points, and 
(b) W{G (N)) = IT W{C (I I), where the product goes over all dis­
joint connected graphs C (I) ofG (N). Then, Eq. (7a) continues 
to hold if one makes the replacement 

VI! bl(T, V) ~ I W{C (/)), 
e(l) 

(7b) 

I W{G(N)). 
G(N) 
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UMBRAL ALGEBRA 

Let B denote the commutative algebra of all polynomi­
als in a single variable x with coefficients in a field of charac­
teristic zero. Let B * be the vector space of all linear functions 
of B. Denote the action of a linear functional L on a polyno­
mial q(x) by (L Iq(x). The vector space B * is made into an 
algebra by defining the product of two linear functionals L 
and Mas 

(LM Ixn) = ktO (~) (L IXk) (M Ixn - k). (8) 

The identity for the product defined above is given by the 
action of the linear function We on q(x), 

(We Iq(x) = q(c), (9) 

where c is an arbitrary constant. 
The vector space oflinear functions B * with the above 

product and identity is called the Umbral algebra. 2 

A delta functional is a linear functional L with the prop­
ertythat(L 11) =Oand(L Ix) #0. A polynomial sequence is 
a sequence of polynomials qn (x), n = 0,1,2, ... , where qn (x) is 
exactly of degree n for all n. However, a sequence of poly no­
mialsPn(x) is of binomial type ifit satisfies the identity 

Pn (x + a) = kto (~) pdalPn - k (x), 

(10) 

Po(x) = 1. 

A polynomial sequence q n (x) is the associated sequence for a 
delta functional L if 

(L k Iqn(x) = n! 0n.k Vn, k>O. (11) 

The product of any number of linear functionals can be 
computed by using sequences of binomial type, in place of xn. 
We have the following proposition2

: 

Proposition 1: If q n (x) is a sequence of binomial type, and 
if L I ,L2, ... ,Lk are linear functionals, then 

(L I ,L2 ,· .. ,Lk Iqn(x) 

I (. n .)(Lllqj,(X) ... (LklqA(X). 
k h, .. ·,jk 

(12) 

L h=n 
1= 1 

One of the key properties of the product of linear functions 
follows from Proposition 1. If 

(L 11) = (L Ix) = ... = (L Ixm- 1
) = 0, (13) 

then (L k Ixn) = 0 for n < km and (L k Ixkm) = (km)!/ 
(m!)k (L Ixm)k. 

BELL POLYNOMIALS AND RECURSION RELATION 

Now, we have all the tools necessary to study the alge­
braic structure of the Bell recursion formula and many of its 
properties. Over a field of characteristic zero define the gen­
eric delta functional L by 

(L Ixn) =xn, n>I 
(14) 

(L 11) = O. 

The conjugate polynomials for the generic delta functional 
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are the Bell polynomials6 

n 

Yn(x; Xp x 2 ,· .. ,xn) = I Bn.kXk. 
k=O 

The coefficients of Xk in (15) follow from Proposition 1: 

(L k Ixn) n (x) )m} 1 
Bn•k = = n! I II -:-; -, . 

k! Im}1 )=1 j. mi' 
~jmJ = n 

l:m}= k 

(15) 

( 16) 

(17) 

A comparison of (17) with (1) shows that the partition func­
tion QN(T, V) for a system of N particles enclosed in a vol­
ume Vand at a temperature T is related to the Nth Bell 
polynomial 

QN(T, V) = YN(IWb 1, 2!Vb2, ... ,N! VbN). (18) 

An equivalent representation of Yn is given by 

Y ( ) __ ,"xl d n - g(xl _ - gn n "" n gl, .. ·,gn - to· - e = e x"'-· 
dxn 

From (19) it is a simple exercise to show that Yn + I 

(gl, ... ,gn + 1) satisfies the recursion formula 

(19) 

Yn + 1 (gl, .. ·,gn + 1) = kto (~) Yn - k(gp· .. ,gn - k)gk + I' (20) 

On combining Eqs. (18) with (20) one gets a useful recursion 
formula for the partition function, 

QN+ I(T, V) = -£ (k + 1) Vb (T V) QN_dT, V). 
(N + I)! k = 0 N + 1 k + l' (N - k )! 

(21) 

The generating function B (t ) of the Bell Polynomials is 
defined as 

00 Y 
B(t) = I _n tn. 

n =0 n! 
(22) 

By the use of Eq. (17), one can show that 

00 x 
InB(t)= I _n (n. (23) 

n = 1 n! 

Since Qn (T, V) = Yn (1Wb p ... ,nWbn), Eq. (23) leads us to 
Mayer's First Theorem. In the Appendix we will give a dif­
ferent proof of this theorem. 

A REPRESENTATION FOR THE PARTITION FUNCTION 

Every linear functional L defines a multiplication oper­
ator e (L )* on B *. The operator e (L )* maps the linear func­
tional M to the linear functional Las e (L )* M = £OM. e (L ) 
is called a shift invariant operator. 

A delta operator is defined as an operator of the form 
P = e (L ), where L is a delta functional. This operator has 
many of the properties of the derivative operator. For in­
stance, Pa = 0 for every constant a. 
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The generalization of the relationship between the deri­
vative operator D and the sequence qn(x) = Xn is that 
between a delta operator and its associated sequence qn(x). 
We now state a powerful theorem-the so-called Transfer 
formula I that enables one to compute the associated se­
quence for a delta operator. 

Theorem 1: If P = AD is a delta operator, whereA is an 
invertible shift invariant operator, and if q n (x) is the associat­
ed sequence of polynomials for P, then 

(24) 

where P' is the Pincherle derivative I of the operator P. 
Corollary 1: If P = AD is a delta operator with associat­

ed sequence qn(x), then 

qn(x)=xA -nx-n-\ Vn>l. (25) 

The proofl of this corollary follows from Theorem 1. By 
definition one has 

P'A -n-Ixn = (A + DA')A -n-Ixn 

= A - nxn + nA'A - n - Ixn - I. (26) 

The above equation can be further simplified by recalling the 
Pincherle derivative I of (A - n)" 

A - nxn _ (A - nx _ XA - n)xn - I = xA - nx - n - I. (27) 

This completes the proof. Note that in Eq. (27), X is the 
multiplicative operator. Thus X: p(x)-xp(x). 

We can now make the connection with the partition 
functionQN(T, V). LetQN(T, V)beasequenceofbasicpoly­
nomials for a shift-invariant delta operator P. The delta op­
erator is determined by b/(T); infact,P = (d /dV)A, where A 
is invertible. Then, Theorem 1 and Corollary 1 allow us to 
express QN in terms of A - I and powers of V: 

QN(T, V)= VA -NV N- 1
• (28) 

PARTITION FUNCTION IN CAYLEY TREE 
APPROXIMATION 

In the Cayley Tree approximation, the connected clus­
ter integrals are given in terms of the first irreducible star 
integrals,8I(T) as4 

b/(T) = /1- 2 ,8~-1 (T). (29) 
l! 

The configuration partition function (5) then becomes 

QN(T, V)=N! L IT (v,8~_lr/(I/~2)ml-\. 
Imll /=1 I. mi' 

Ilml=N 
I 

We can rewrite Eq. (30) as 

QN(T, V) 

= f (I.)M (,8.)NN! L 
M= I ,81 Im/l 

I-Iml= N 
I-ml= M 

N (11- 2)ml 1 II - -
1= I l! m l ! 
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(30) 

(31a) 

(3Ib) 

The last equation defines G M (N). The quantity G M(N) can 
be interpreted as the number of all graphs with N labelled 
vertices consisting of M disjoint trees. This was first proven 
by Denes.7 However, Renyi8 showed that GM(N) can be ex­
pressed in a simpler form, 

GM(N) 

=_1 f(-l..)j(~( N~I )NN-M-j(M+Jl!. 
M!j=o 2 j}W+J-I 

(32) 

The main advantage9 of Eq. (32) is that it provides a simple 
way to numerically evaluate the partition function. How­
ever, if higher order star integrals are used to approximate 
bl , then the recursion formula (21) is indispensible in per­
forming a complete summation of the canonical ensemble 
partition function. 

CONCLUDING REMARKS 

Bell polynomials are related to the Mayer cluster ex­
pansion of the canonical partition function. This observation 
results in a recursion formula for the partition function. The 
recursion formula was used by Gibbs, Bagchi, and Mo­
hanty4. \0 to develop a theory of vapor condensation. 

For volume independent cluster integrals, the Umbral 
algebra was exploited to show that the partition function 
QN(T, V) can be written in terms of an invertible shift invar­
iant operator and powers of volume V. Whether this repre­
sentation for the partition function is possible for volume 
dependent cluster integrals needs further investigation. 
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APPENDIX 

In this Appendix we briefly outline a different proof of 
the Mayer first theorem. The proof will be based on theo­
rems in Umbral algebra developed by Rota and 
collaborators. 1,2 

Let us indicate that the shift invariant operator P corre­
sponds to the formal power series p(t ) under the isomorphism 
theorem by P = p(Q ). The isomorphism theorem I states that 
there exists an isomorphism from the ring of formal power 
series in the variable t over the same field as the delta opera­
tor Q onto the ring of shift invariant operator, which carries 

a t n a 1ft) = L _n_ into L _n Qn. (AI) 
n>O n! n>O n! 

Proposition 2: Let Pbe a delta operator with basic poly­
nomialsqn (x), and letP = p(D). Letp-I(t) be the inverse for­
mal power series. Then 

L qn(x) un = e"p-'Iu). 

n>O n! 

Udayan Mohanty 

(A2) 
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Proof Any shift invariant operator can be expanded in 
terms of the delta operator' (Expansion Theorem). In parti­
cular, expand the translation operator EO [Eo: EOq(x) 
= q(x + a)] in terms of Pas 

EO = L qn(a) pn. 
n>O n! 

(A3) 

We can now use the isomorphism theorem with D as delta 
operator to get 

ea,= L qn(a) (p(t)t. 
n~O n! 

(A4) 

Now set a = x and u = p(t) in the above equation. 
Corollary 2: Given any sequence of constants an," 

n = 1,2'00" with a',k #0 there exists a unique sequence of 
basic polynomials q n (x) such that 

an.1 = (x-'qn(x)lx~o, 

i.e., (AS) 

qn(x) = I an,k X\ n = 1,2,00' . 
k>' 

Corollary 3: Let g(x) be the formal power series corre­
sponding to P in Corollary 2. Then g = I - I, where 

t k 

I(t) = L a k ., - . 
k>1 k! 

(A6) 

The preceding corollary gives an explicit interpretation to 
the generating function of a sequence of basic polynomials, 
which can be restated as 
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qn(x) n ( tk) L -- t = exp x L a k ,' - • 
n>O n! k>' k! 

(A7) 

If one identifies qn(x) with QN(T, V), x with V, and ak' 
with k! bdT), then Eq. (A 7) becomes Mayer's first theore~. 
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"The partition function as given by Eq. (31) can also be expressed as a 
contour integral, 

QN(T, V) 

(N-I)! 

N vM I --{3 ;'- M 

M~' M! 

X - ,dZ, {
If, [(d/dZj(Z -lz2)",'k'Z } 

21Ti c z,\ 

where C is a closed contour in the Z plane encircling and sufficiently close 
toZ=O. 

,oU. Mohanty, A. Yang, and 1. H. Gibbs (in preparation). In this work a 
physical cluster theory of vapor condensation is developed. 
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Continuity of sample paths and weak compactness of measures in Euclidean 
field theory 
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Under an assumption on the asymptotic U-oo behavior of the generating functional 
S exp[wp (g)] dl-l(cp), an estimate is obtained on lx(x) - x(x')l, where x(x) = CPg(x)=cp (g(. - x)), 
showing Holder continuity of CPg(x) for a class of g. It is proved that the family of measures vy, 
with dvy(x) = dl-ly(cpg) and S expx (e) dvy (x) bounded in y, is weakly conditionally compact. 
In application to the infinite volume cutoff I-lK measures in P (CP)d , these results imply the 
continuity of I-lK (C) when K- 00 for a class of sets C. Such a property allows distinguishing the 
interacting measure from the free ones. 

PACS numbers: 11.10. - z 

I. INTRODUCTION 

It is of some importance to know the supports of mea­
sures we are dealing with in the Euclidean field theory. 1.2 In 
Ref. 3 we have established some continuity properties of 
cp(S t f) for cP from the support of the Euclidean measure I-l on 
Y' (R d) under some assumptions, which are fulfilled in P (cp h 
and (cp4b. In this paper we prove more general results con­
cerning the continuity properties of cp( g(. - xl) for a certain 
class of g under much weaker assumptions. In fact, only the 
asymptotic behaviorofE [expucp (g)] for lul-oo is needed as 
a technical tool. The continuity properties of sample paths 
depend then on the properties of the covariance. 

Using our results on the continuity of sample paths and 
the Prokhorov criterion4 (concerning measures of certain 
sets of continuous functions) for weak compactness of a fam­
ily [vy I of measures, we can give a criterion for weak com­
pactness involving only the properties of E [expucp (g)]. The 
weak compactness allows one to determine the measure 
v 00 (C) of a certain class of sets C if the measures v y (C) are 
known and ifvy_v 00 in the sense of convergence of the char­
acteristic functions. Finally, an application to the infinite 
volume regularized P(CP)d theory is discussed. We consider 
the infinite volume measures J.lK with an ultraviolet cutoff K 

on the interaction. The measurel-lK onY'(R d) induces a 
measure V

K 
with the support on C (R d) by means of the trans­

formation cp(x)-cp (g(. ~ xl). It is shown that if 
EK [expcp (g)l are bounded in K, then the measures VK on 
C (R d) are weakly compact with the usual topology on 
C (R d) of almost uniform convergence. In an earlier paper5 
we have extended some results of Rosen and Simon6 on 
the behavior of the sample paths (fluctuations) of CPt g(. - xl) 
for x_ 00. We have found some sets in C (R d) describing the 
fluctuations of cP, which are closed in the topology of the 
almost uniform convergence. Our results on weak compact­
ness imply now, that if the characteristic functions of J.lK 
con verge, then the measure of a closed set Cis 1 if v K (C) = 1. 
This result means that some properties of the sample paths 
distinguishing Gaussian and non-Gaussian random fields 
are preserved under the limit K_ 00. 

The weak convergence of measures on nuclear and 
more general linear topological spaces is discussed in Refs. 7 

and 8. It is proved there that I-lK converge weakly, if the 
characteristic functions converge. The topology in the space 
of measures is then related (Ref. 8 in the Appendix) to the 
topology of the set of the characteristic functions. However, 
these general results cannot be directly applied to the sample 
properties we are interested in. In order to get some conclu­
sions about the support of the limit measure I-l we need to 
consider either closed or open subsets in the topology ofY'. 
We were unable to describe fluctuations of cP in terms of such 
sets. 

II. CONTINUITY OF SAMPLE PATHS OF EUCLIDEAN 
RANDOM FIELDS 

We begin with a generalized random field cP over the 
test-function spaceY(R d). 9 In applications, it is often neces­
sary to enlarge the test-function space. The generalized ran­
dom field cP can be defined for a larger test-function space Y 
if Y3 fn -f in Y implies that cP (fn ) is convergent in mea­
sure (see Ref. 10). We shall restrict ourselves to a subspace 
L ~ of Y consisting of functions f such that 

f dU(p)lf(pW < 00 , (11.1) 

where a is the spectral function of the covariance, 

E [ cP (x) cP (y)l = f da(p) eiplx ~y) • 

We assume that the random field cP is translation invariant. If 
ffulfills the condition (11.1) andY3fn - fin L ~ then cP (f) 
can be defined as a limit of cP (j,,) in the mean. As the random 
field cp(x) is translation invariant we may define the (random) 
spectral measure lU such that 

CPg(x)=cp (g(. - xl) = tP( g(p) eiPX ) 

= f eipx 
dlUg(p) ; (11.2) 

here tP means the Fourier transform. We shall also introduce 
some auxiliary random fields tPj(x) , 

tPj(x) = tP( g(p) [Pj IU eiPX ) 

= f eiPX[pj IU dlUg(p) . (11.3) 
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In Osterwalder-Schrader field theori I dO"(p) should have 
the form 

da(p) = ddp dp(m) -'0'---l'" 1 

m" p- + m 2 

[ifp(m) grows as m2 or faster some subtractions are needed in 
this formula]. 

In our estimates on the sample paths we shall assume 

(i) for a certain 0 < a < ! there exists p > 1 such that 

lim sUPlul_ro lui - P InlE [exputPj(O)] I <M (g) . 

If giY(Rd) we assume, in addition to (i), 

(ii) either da(p) = ddpp(p) and Ig(pW p(p)1 Pila 
ELqnL l for certain 1 <q<,2, i = 1,2, ... d and a <! - l/2q, or 

g(p) = !(Pd- J) [where Pd-I = (P2, ... ,Pd)] with 
!EY(R d - I), If(Pd _ I W p(p)1 PllaEL 1, and mo > 0 in Eq. 
(1I.3). 

This section is mainly devoted to the proof of 
Theorem 11.1. Assuming (i), and ifgiJ"(Rd) also (ii), we 

have the following estimate (V means "there exist x and x' 
x, x' 

such that") with certain numerical constants KI , K 2: 

P( V lipg(x)-ipg(x')I>R [M(g)]IIPlx-x'la'l 

':R -, (K, + K, f E [(In Ji~~ ';01)"- ""]] (11.4) 

for I xl, Ix'I<,Tand any a' <a, where 
T 

jJjT(X) = f7dsexPlrtPj(xj +S,Xd_I)IPlip-11 (11.5) 

with certain r<,(a( p))-I(M (g)) - lip, where alp) is a numeri­
cal constant. In particular there exists a random variable K T 

finite almost surely (a.s.) such that 

I ipg( x) - ipg(x')1 <,KTI x - x'la' (11.6) 

with probability 1. 
Remark: (1) Theorem 1 of my previous paper (Ref. 3) is 

a special case of the present Theorem 11.1 corresponding to 
g( p) = f (Pd _ I ) depending only on d - 1 momenta Pd _ I . 
We have proved this special case before under an additional 
assumption on higher order moments (assumption d of Ref. 
3). This assumption is not needed at all. We have used it only 
in the proof of Lemma 5 of Ref. 3. We will prove this lemma 
here (Lemma 11.6) assuming only (i) and (ii). 

(2) Let us note that the estimate (11.6) is trivial if 
gEY{R d) but (11.4) is not even in this case. 

In terms of tPj( x) [Eq. (11.2)] we can now define the 
stochastic process depending on Xd _ I = (XZ, ... ,xd ) as a 
parameter, 

(11.7) 

and 

kn( ) r(l- a) . a1T'I
np 

I 1<>-1 --n 
~ I Xd ~~ 1 = Slll- S e 

1T' 2 _ nP 

X tPdt - S,Xd _ 1 Ids (11.8) 

with 0 < r < 0 and rp > 1/2. These are the analogs of C{;' I and 
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t ~ of Ref. 3. The only difference is that we replaced n of Ref. 
3 by nP, which improves the convergence of t 7(xd _ 1) to 
ipg(t,xd_ 1)' We need several lemmas before we start the 
proof of Theorem 11.1. 

Lemma 11.2. For any p > 1 there exists a constant b (a) 
such that 

explxl plip- II<,b f dy exp( - lylP) expalxlY, (11.9) 

wherea<,a(p) =p(p - 1) 1 + liP. 

Proof We write 

- lylP + plzly = - rlY - viP + vP 

+ vP[rll - ylvlP - lylvlP - 1 + pylv], 
(11.10) 

with v = IzI 1/ip-lI. For Iylvl>€> 0 we can choose (ifp > 1) r 
such that the expression in square brackets in (11.10) will be 
largerthanp - 2. Then, iflylvl <€wemayexpand thefunc­
tion in the square brackets and show that it is not less than 
p - 2. By exponentiation of such an inequality we get (11.9). 

Remark: For p<,2 we could get a similar bound from 
below in Eq. (11.9) with different a and b. 

Lemma II.3. The integral (1I.5) exists a.s. and 

E [Bjr(x)] = E [Bjr(O)] < 00 

if r-I>(M(g))l/pa(p). 

Proof From Lemma 11.2, assumption (i), and transla­
tion invariance 

E [explripg(xj + Sj, Xd _ I )IPlip - II] 

= E [explripg(O)IPlip- II] 

<,b f dy exp( -lyIP)E [exparlipg(O)ly] 

<,b f dy exp( - lyIP){E [exp(aripg(OlY)] 

+ E [exp( - aripg(OlY)]} 

<, C + ( dy exp( -lyIP) expM (g)laryIP(1 - E) < 00. 

)IYI >N 

This is also sufficient for the integral (11.5) to exist (Doob's 
theorem 12, Sec. II). 

Lemma II.4. 

I '{' x, + h (Xd - 1) - 'G' x, (Xd - 1) I 

<,(M (g))l/pa(p)lh I(ln B ~(x))ip - I lip 

Ih I 
for Ih I < Twith probability 1. 

Proof For t,h > 0 from the Jensen inequality, 

(II' + h ) 1 I' + h 1 I' + T F - tPl(s)ds <,- F(tPl(S))ds<,- F(tPl(S))ds 
h I h I h I 

for any convex function F. For F (x) = exp Ix IPlip - II, 'G', X 

(11.7), andB ~(x) (11.5) with r- I (M(g))l/p alp), we get the ine­
quality in the Lemma (the case t,h nonpositive can be treated 
similarly). 

Lemma II.5. The inequality 

It~, + h (Xd _ d- t~, (Xd _ 1)1 <,(M(g))l/p.r1' n (x,h )Ih la (11.11) 
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holds true with probability 1 for each Xd _ I and 
lXII, Ih I <T, 

where 

sff I' sff 2 being some numerical constants. For each Xd _ I 
there exists an a.s. finiteradnom variableBT(xd _ I) such that 

( 
B (x ))P-I/P 

'#n(x,h)<.# In T d-I , 
2Tlh I 

(1I.13) 

with .af independent of n. 
Proof By means of the integration by parts we can ex­

press S 7 in terms of an integral over CfJ (_ s. Next, we use 
Lemma 11.4 in order to estimate I CfJ (+ h _ s - CfJ ( _ s I for 
lsi <nP• Still, the integrals over s have to be estimated. This 
has been done in Ref. 3 (Lemma 4). It can be seen from the 
calculations performed there that we may take as .af n (x,h ) in 
Eq. (II. 11 ) the following expression: 

sffn (x,h ) = .af l (loB ~T+ .(O,xd _ I )Ih I-I)ip - I)/p 

+ .af2(ln2T Ih I-I)ip - II/p 

+ <#3inPdssa-2+0e-n ""SO 

X{(loB~(XI - S,X
d

_
1 
)Ih I-I )ip- II/p 

+ (loB~(x, +S,Xd_I)lh I-I)ip-II/p} 

+ .af
4
{[ln B~(xl - nP,xd _ l ) ]ip-II/P 

(Ixll + nP)lh I 

+ [In B~(x, + nP,xd_ l ) ]ip-II/P}. 

(Ixll + nP)lh I 
(II. 14) 

In deriving (11.14) we have decomposed the integration over 
s into the parts [ - 1,1), [1,nP ] [ - nP, - 1]. The first term in 
Eq. (11.14) comes from the [ - 1, + 1] part. The last term 

from the integral S7 P 

¢I(X I - s)ds. The estimate (11.12) is a 
consequence of Eq. (11.14) and the inequalities 

B~<B~T+ I' (a + b )ip-II/P<K(aip-ll/p + bip-II/p) 

for certain K. Next, the existence of B T(Xd _ I ) such that 
(11.13) holds true is a consequence of the ergodic theorem. To 
see this let us consider 

B~(t ) 

= f~+ :dS explr¢l(s)IP/ip - II 

<1' + Tds explr¢l(s)IP/ip - II + 1'- ~s explr¢l(s)IP/ip - II 

<in + Tds explrtPl(s)IP/ip - II + in - T ds explrtPl(s)IP/ip - II 

for t> T and n = [t] + 1 ([ ] means the integer part). From 
the ergodic theorem, 

1 In+ T --- ds exp!r¢l(s)/Plip - II 

n + T 0 

is a.s. convergent as n~ 00, hence a.s. bounded. The case 
t < Tcan be treated similarly. So, B~(t,Xd _ 1)(1 + It I)-I is 
bounded by certain a.s. finite random variable B ~(Xd _ I)' 
Using this we can estimate the integral over s in Eq. (11.14) by 
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C [(loB ~(Xd_ I )Ih I-I)ip - l)/p + (ln2T Ih I-I )ip- I)Ip] 

~C(lnCB'(x )Ihl-I)ip-II/p 
'" 2 I T d-I , 

arriving finally at Eq. (11.13) with certain BT , 

Lemma 1I.6. Under the assumption (i) ifgEJ'(R d) and 
also (ii) if gi,:!,(R d), S ~, (Xd _ I ) converges a.s. to rp (x I,Xd _ I ) 
for each x, where r/i(x) is a random field equivalent to rp (x). 

Proof Xd _ I plays no role in the proof so we shall con­
ceal it. It is known that the condition 

f an- 2E [(5'7 + 1_ 5'7)2] < 00 (11.15) 
n=1 

for a sequence {an}, such that L;;' ~ I Ian 1< 00, is sufficient 
for a.s. convergence. In our case we have from the definition 
(11.8) 

5'7 + I - 5'7 = K fPn
p 

Isla - I(exp[ - (n + 1) -PYlsjO] 

- exp [ - n - PYlsl 15 ])¢dt - s)ds 

fln+W 
+K tIP sa-lexp[-(n+l)-YPsO]¢I(t-s)ds 

fin + J)P 

+ K P sa - lexp[ - (n + 1) - YPSO]¢I(t + s)ds. 

n (11.16) 

Using IE [¢I(t - S)¢I(t - s')] I<E [¢i(O)] we get 

E [( Ln + II"sa - lexp[ - (n + 1) - YPSO]¢I(t - S)dSY] 

(1ln+ W )2 
<E [¢i(O)] n

P 
Sa-Iexp [ - (n + 1)- YPsO]ds 

< Cn 2ap - 2 exp [ - 2(n + 1) - YPnOP]. (11.17) 

Next, 

exp[ - (n + 1) - YP IsIO] - exp[ - n - YPlsIO] 
< IsIO(n - YP - (n + 1) - YP)<rplslon - I - yp. 

Using this inequality we get 

E[(f~:P Isla-l(e- ln + 11 YPW _e- n YPISlb)¢I(t-S)dsYJ 

IE [¢I(t - S)¢I(t - s')] I 

<rp2n - 2 - 2yp r'o 00 ds foo 00 ds'lsla + 0 - Ils'la H - I 

IE [¢I(S)¢I(S')] I 
<Cln -2-2ypJoo dXllxI12(aHI-IIE [¢I(O)¢I(X I)] I. 

- 00 (II 18) 
In the last step we have changed variables, setting . 
x I = S - s', and computed the integral 

f: 00 ds'ls' +xtla+o-lls'la+o-1 = CIXI12Ia+ol-1 

If gEj (R d), then E [¢I(O)¢I(Xtl] 

is the Fourier transform of a function from Y; therefore, it 
decreases rapidly. Hence the last integral in Eq. (11.18) is 
finite for a + {) < !. If giY(R d) we have to apply assumption 
(ii). Let us denote 

v(x) =E [¢I(O)¢I(X)] = f d/p(p)lpI12alg(pWeipx. 

(11.19) 
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Ifp(p)1 PI1 2
a I g(pWeLq , then v(x) is continuous and veL, 

with r = q/(q - 1) from the Hausdorff-Young inequality. 
Applying the Holder inequality to 

J dXllxI12(a+61-1( 1 :;~llr( 1 ;~~II Ylv(xl,O)I, 

with appropriate A < 1/r, we get that the integral (II. 18) is 
finite if r( 1 - 2(a + 15)) > 1. Next, if 

g(p) =j(Pd-1 )Ej(R d-I) 

and 

l oo 1 
pIp) = dp(m) 2 2 ' 

m" p +m 
we can compute the integral 

J
dPI eip,x'iPI12a 

pi + (m 2 + P~ _ I ) 

and show that it behaves as (m 2 + P~ _ I ) - Ilx II - I - 2a for 
Ix 11-+ 00. Therefore, the last integral in Eq. (ILl8) is finite. 
With the estimates (II. 17) and (11.18) we get 

E [(57 + 1_ 57)2] <,KIn - 2 -2yp + K2n 2aP - 2 
Xexp[ - 2(n + 1)- YPn6P

]. (11.20) 

Choosingp> 1/2y and an = n - I - £ with E small enough we 

get the convergence of the series (II. 15). That 5 7(Xd _ I) con­
verges to a process equivalent to CPg(t,Xd _ I) follows from the 
convergence of 5 ~(Xd _ I) tOCPg(t,xd _ I) in the mean, which is 
a consequence of the point-wise (i.e., for each cP convergence 
of 57 (11.8) to tjJ(glp)e iP") and the Fatou lemma. 

As the consequence of the last two lemmas we get 
Theorem 11.7. Assume (i) and (ii) with 

g(p) =!(Pd-I )EJ"'(R d-I). Then, with 
cp(c5, I) = ¢ (eiP,'l (Pd _ I I), the following inequality holds true 
with probability 1: 

Icp (15,1) - cP (15" 1)1 <..atlt - t 'Ia lin Br 1 II' - Il/p 
It - t'l 

for I t I, It' I < T, a certain constant ..at, and an a.s. finite ran­
dom variable Br (depending onf). 

Proof This follows from Lemma 11.5 [Eqs. (11.11) and 
(11.13) with Xd _ I = 0] and the a.s. convergence of 57(0) 
(Lemma 11.6). 

Remark: Theorem 11.7 has been proved in Ref. 3 under 
an additional assumption (assumption d) on higher order 
Schwinger functions. Note, however, that it was incorrectly 
claimed in Ref. 3 that Br can always be chosen to be 
integrable. 

Lemma Il.8. 

P{V,lcpg(XI,Xd_I)-cPg(X;,Xd_I)I>R(M(g)),/Plx,-x;la(ln 2T, )(p-II
I
P} 

x.x lXI-xII 
<R - '{KI + K2E [(lnT -IB ~r+ .(0))11' - II/p]) 

for IXII,lx; I < T /2, with certain numerical constants K I , K 2• 

Proof The inequality (11.11) holds true with probability 1 for each n, Xd _ I and Ix II, I h 1< T. Hence the probability that for 
certain n, x, x' an inverse inequality holds, 

where in the last step the estimate (11.12) was applied. 
Now, as 5:, (xd _ I )-+cp (X I,Xd _ I ) a.s. (Lemma 11.6) Eq. 

(11.21) implies the inequality formulated in the lemma. We 
come finally to 

Proof of Theorem Il.l: We could define y: I and 5 7 for 
each} as integrals over lh (x) 'Xd _ I ) and prove Lemmas 
(11.4)-(11.8) for them [there is an asymmetry in} when 
glp) = j(Pd _ I); nevertheless, the estimate of Lemma II.8, 
which we need, also remains true for each} in this case]. 
Next, we repeatedly use the inequality 

Icpg(x1,xd_ l ) - CPg (x; ,x~_I)1 
< Icpg(x1,xd _ I) - cPg(x; ,Xd_ 1)1 

+ Icpg (x; ,Xd _ I ) - CPg (x; ,x~ _ 1)1 (11.22) 

till we get on the right side ofEq. (11.22), a sum of terms 
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(11.21 ) 

I 
LlcpgLY) - cpgLY')1 with the vectorsy,y' composed from com­
ponents of x and x', with only one component of y' different 
fromy. For each IcpgLY) - cpgLY') I we have the estimate of 
Lemma 11.8. Using the inequalities 

( 
2T )(p-II/P , Ilx) - x;la In , <K Ix - x'ia 

j Ix) - Xj I 
and P( u.#) )<L)P(..at) we get Theorem 11.1 [Eq. (11.6) fol­
lows from Eq. (11.4) if we let R-+oo]. 

III. WEAK COMPACTNESS OF MEASURES WITH 
SUPPORTS ON CONTINUOUS FUNCTIONS 

Let us specify our probability space of Sec. II as 
ry:,q ,Ji.), whereY'is the dual to the nuclear Schwartz space 
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..9'(R d), fi' is the <7-algebra generated by the cylinder sets, \3 

and p is a cylindrical probability measure on fi'. Now, for 
eachgE..9'(R d) we can define a mapg':..9'(R d)_C(R d) into 
the space of continuous functions on R d by means of the 
formula 

g'(q; )(x) = q; (Txg) = q;(g(. - xl) = q;g(x) 
(Tx means the translation). The image of the cylinder set 
ZA(X1, .. ·,xn ) 

= {q;E..9":(q;g(x 1 ), ... ,q;g(Xn))E szt eR n} e fi' 

under g' is what is usually called the finite dimensional (cyl­
inder) set in e (R d) and denoted IT x~.lx" szt. Denote by fi' c 

the minimal <7-algebra generated by such finite dimensional 
sets. Theng' defines a map of the probability space (..9",fi' ,p) 
into (e, fi' c ,v), where v is the measure pg' - 1 defined by the 
formula 

vIS) = p(g'-IS) for S = g'B, Beg. 

The image of the topological space..9" (with the usual weak 
topology) under the transformation g' is a topological space 
of continuous (moreover COO) functions on R d. We may al­
ways consider v as defined on a larger topological space lP 
with support on a certain measurable subset of lP. We take lP 
to be the space of continuous functions on R d with the topol­
ogy (weaker on cf>ng'..9" than the image ofthe weak topology 
of ..9") defined by the family of open sets 

W K.a = {XElP:supl X (x)1 < a} , 
XEK 

where K are compact subsets of Rd. It can be shown that 
with this definition open (closed) sets in lP are v measureable. 
To see this it is sufficient to note that the set 
{SUPXEK Ix (x)1 <,a} is an intersection of the finite dimension­
al (cylinder) sets 

{lx(x;)I<,a, x;EK,i= 1, ... ,n}. 

So, v can be extended to all Borel sets. Let us note finally that 
the transformation g' is a continuous transformation of ..9" 
into lP. 

Let C{; (lP ) be the space of continuous bounded functions 
on lP. We define the weak topology in the space 1(lP) of 
measures on lP (see Refs. 4 and 14) saying that Vn-+V if 

(111.1 ) 

for each FEC{; (lP ). We say that a setl: of measures vE1(lP) is 
weakly conditionally compact if each sequence of measures 
[v n J el: has a weakly convergent subsequence. It can be 
seen that lP is a limit of an increasing sequence of closed sets. 
For such topological spaces lP the following criterion of 
weak conditional compactness is known l4 (lP is metrizable 
so the results of Prokhorov4 would suffice). 

Theorem 111.1 (Prokhorov, Varadarajan). Let 
.IC1(lP) be a set of probability measures on lP. If for each £ 

there exists a compact .~ C lP such that for all vEl:, 

v(lP - .~) <€, (111.2) 

then l: is weakly conditionally compact. 
By finite dimensional distributions we shall mean 
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(111.3) 

They completely determine the cylinder measure V. 

Theorem 111.2. Assume we have a sequence of probabil­
ity measures {v y }E1 (lP ), such that their finite dimensional 
distributions converge and the set [vy J is weakly condition­
ally compact. Then the sequence [Vy I is weakly convergent 
to certain probability measure v on lP. 

Proof From the convergence of the finite dimensional 
distributions it follows that all the convergent subsequences 
of the weakly compact set [vy I have the same limit, which 
determines the measure v by its finite dimensional distribu­
tions. 
The next theorem, proved in Refs. 4 and 14, shows that for 
certain sets we can get v(szt) as a limit ofvy(szt). 

Theorem 111.3. The weak convergence Vy-V is equiva­
lent to each of the following statements: 

(i) lim sup Vy(e )<,v(e) for all closed sets ee lP, 

(ii)lim infvy(w);;:.v(w) for all open sets 0& elP, 

(iii)lim vy(.W') = v(szt) for all.r:/elP such that 

there exist W ,e, we szt e e and v(e - w) = 0 (in a metric 
space this means that the boundary of .W' has v measure 
zero). 

Theorem III. 1 gives a criterion for the weak conditional 
compactness in terms of compact sets in lP. 
The following generalization of the Arzela-Ascoli theorem 
(see Refs. 15 and 16) allows one to determine compact sets in 
lP. 

Theorem lIlA If a set YelP consists of functions 
which at each point xER d are equally bounded and equally 
continuous, then the closure of Y is compact. 

So, to establish compactness of Y we have to check for 
every xoER d that the set Ix (xo) I is bounded when XEY and 
that for every xoER d and € > 0 there exists {) such that 
Ixo - x I < 8~ Ix(x) - X(xo) I < € for all XEY. 

Now consider a family py of measures on ..9"(R d), 
which is uniformly bounded in the sense that (iii) 

L d{ty(q; ) expq;( g) = Ey [expq; (g)] <,1 (g) 

for gE..9'(R d) and certain I (g) independent of y. 
Weare going to show that the set Vy = P yg' - 1 of (iii) fulfills 
the Prokhorov criterion of Theorem IILl. 

Let us prove first 
Lemma II1.5. Under assumption (iii) the set 

[ Ix (x) I > L I C lP has for each x a Vy measure less than 
e- L [I(g)+I(_g)] . 

Proof: 

Jexpq;( gr· - x))dpy(q;) = JexPX(X)dVy(x) 

;;:. expL Vy [xIx) > L I 
Similarly 
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f exp[ - cP (g(. - x))] df-ly( cp) 

;;;.expL vy {- X(x»L}. 

The estimate (11.4) of Theorem 11.1, Lemma 111.5, Arzela­
Ascoli theorem, and Prokhorov criterion allow one to prove. 

Theorem 111.6. Assume we have a family If-ly J of trans­
lation invariant measures onY/(R d) fulfilling (iii) such that 
the constant M ( g) in assumption (i) of Sec. II (with 
Ey [ ] = fdf-ly [ ]) does not depend on y, then the set of 
measures Vy = f-lyg/ - I on f/> is weakly conditionally compact 
in cff (f/». 

Proof We have proved in Lemma 111.5 that 
vy I Ix(x) I >L J < Ce - L. SO, to show that the condition (111.2) 
is fulfilled for a set of equally bounded and continuous func­
tions it is sufficient to show that the right hand side of the 
estimate (11.4) of Theorem 11.1 is bounded by R - I K, where 
K does not depend on y. This will prove that a certain set H R 

of equally (Holder) continuous functions has a measure not 
less than I - K / R. In this way the set of equally bounded 
and continuous functions will have the measure not less than 
I - K /R - Ce -- L > 1 - €. As KI and K2 in Eq. (11.4) are 
numerical constants independent of the measure f-ly the fol­
lowing lemma completes the proof of Theorem 111.6. 

Lemma III.7. Assume (iii) and that M ( g) in assumption 
(i) does not depend on y, then 

Ey [(In(Bj2T+ I (O)/T + l))iP-l)Ip] 

is bounded by a constant independent of y. 
Proof Let us note first that th (Xj) [Xj = (O, ... ,xj , ... 0)] as 

defined in Eq. (11.2) has a realization a.s. continuous in Xj' 
This continuity could be shown in the same way as the con­
tinuity of cPg(Xj , Xd _ I) in Xj' We would define a process ¢ 
having the spectral measure IPj la + £dwg(p), with € such that 
a + € <~, and expressed tPj(Xj ) as an a.s. limit of an integral 
over if; being Holder continuous with index €. From this con­
tinuity and the definition of BT [Eq. (11.5)] we get that the 
inequality 

[ ]

PliP - II 

= 2(2T + I)exp sup rl tPj(Xj) I 
IXjl<2T+1 

(III.3) 

holds true for almost every tP. Therefore (with the value of r 
coming from Lemma 11.3) 

Ey [(1nB2T + .(O)/T + 1 Y' - lip] 

< 4(M( g)) - lip Ey [ sup I tPj(Xj ) I ] 
a(p) IXjldT+ I 

_KI{OOydPy( sup ItPj(Xj)l>y). 
Jo Ixjl<2T+ I 

(111.4) 

Next 

and 
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+ Py( sup ItPj(O) - tP.(x)1 >L), 
IXjl<2T+I J J 2 

py(ltPj(O)I> ~ )<e- Y/2K I. 

With KI independent of y follows from assumption (iii) by 
the same argument which was used in the proof of Lemma 
111.5. It remains to estimate the second term in Eq. (111.5). 
For this purpose, due to the fact thatgd(R d

), the knowl­
edge of the covariance of tP will be sufficient. This follows 
from the following (Gikhman and Skorohod,17 Sec. 111.5). 

Lemma: Let tPs be a stochastic process such that 

E[(tPs-tPo)2]<.iflsI IH, €>O,lsl<2T+1. (III.S) 

Then there exists a constant K depending only on € and T 
such that 

( 
y) K.if P sup ItPs - tPol >- <-2 . 

Isl<2T+I 2 Y 
(III.6) 

Our tPj(Xj ) depends only on one coordinate and [cf. Eq. 
(11.19)] 

Ey [(tPj(xj ) - tPj(0))2] 

But 

= 2 f du(P) Ig(P W IPj 1

2a(l - cos PjXj ) 

<xJ f dU(P)lg(PWlpj 1
2a + 2 = xJEy [(.p(g(P)lpj II + a)f]. 

(111.7) 

Ey [cp (h )2] <Ey [exp cP (h) + exp ( - cP (h))] 

<I (h ) + I ( - h ) 

from assumption (iii). Hence, .if in Eqs. (III.S) and (III.6) of 
the Lemma can be chosen independent of y. This leads to the 
estimate 

PYI( sup !tPj(xj)i >y)<K2(e- Y/2 + ~), (111.8) 
IXjI<2T+I Y 

with K2 independent of y. Integrating by parts in Eq. (111.4) 
we get that 

Ey [(lnB;: 1
1
(0)t - II/P] 

=KI.C Py(supIXj(xj )! >y)dy<K, 

K being independent of y. This completes the proof of 
Lemma III. 7 and Theorem 111.6. 

Remark: We could also consider in this section trans­
formations (g/cp )(x) =CPg(x)(cpE:J'/) with giY'(R d) such that 
the condition (ii) is fulfilled. A minor complication then 
arises from the fact that not all cPg(x) are continuous, but 
almost all. In such a case v could be defined by means of the 
finite dimensional distributions (111.3) 

.9'(U IXI,· .. ,un x n ) = {Ulexp icpg(xj)df-l(cp). 

The results of Sec. II show that v can be realized as a measure 
on the space of continuous functions with the u-algebra of 
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measurable sets (including Borel sets of cP ) generated by the 
finite dimensional (cylinder) sets. Then the weak compact­
ness of the set of measures IVy J follows if only we are able to 
prove Lemma III. 7. The proof of this lemma is based on the 
uniform integrability in r of sup I 'h (0) - 'h (Xj) I· This uni­
form integrability is true l2 if E [(¢o - ¢X]<A Isl1 H for 
certain r and A independent of r. For such an estimate to be 
fulfilled [for all g of (i)] an additional assumption is needed, 
e.g., Ey [fP (g)2r] <C (Ey [fP (g)2]) r would be sufficient [and 
holds true in P(fP band (fP4 bl. Then Theorem III.3leads to 
the conclusion that the Holder continuity (with index a) of 
paths remains preserved in the limit r- 00 if it is true for 
each r (this is of some relevance to the problem of existence 
of noncanonical field theories). 

IV. AN APPLICATION: WEAK COMPACTNESS OF 
MEASURES IN THE REGULARIZED P(CP)d 

In the constructive field theory (see, e.g., Refs. I and 2) 
one considers measures of the form 

df.l: (fP)= {exp [ - i:P(fPK(X)):dX] df.lO(fP)}_1 

xexp [ - i:P(fPK(X)):dX ]df.lo(fP), (IV.I) 

where f.lo is the Gaussian measure with the covariance 
( -.a + m~) -1(X,y),A is a bounded region in R d,fPK(X) = 
q; (eiPXwK(P)) , with WK such that (fP;) = f df.lofP ;(x) < 00 

and:P (fPK): is the normal ordered 1.2 polynomial of order 2n. 
We are then interested in the limitsA-+R d,wK_I{K-+oo) of 
the characteristic function E: [exp ifP .. (g)] =f df.l:(fP) 
exp ifPK(g) or of the moments off.l:. It is known that the limit 
A-R d cannot exist in the sense of the convergence off.l:(d) 
for all sets deY', because the infinite volume and finite 
volume measures are mutually singular. This also seems to 
be true regarding the K-+oo limit if d > 2. 

We will choose W K (P) independent of P I' In such a case 
the Osterwalder-Schrader (O.S.) positivity I I is preserved 
(but the Euclidean invariance violated). Then we can get a 
useful bound on E [eq> Igl] coming from the chessboard 
estimates2

•
18 

E: [exp UfPK(g)] f expucpK(g)df.l:(fP ) 

<exp f [a:, (P - ug(x)fP) - a:, (P)]dx (IV.2) 

if A is invariant under the reflection x 1_ - XI' and g(x) has 
its support in A, where 

a:, (P) = lim _l-lnfexp [ - (:P (fPK(X)):dX]df.lo(fP) 
I\··-.R d IA I JI\ 

(IV.3) 

and P - ugfP means that the interaction polynomial P (fP ) has 
been replaced by P(fP) - ugrp [the existence of the limit in 
(lV.3) is again the result of chessboard estimates, i.e., a con­
sequence ofO.S. positivity]. If g has a compact support then 
the right side of the inequality (IV.3) does not depend on A, 
because it involves integration only over the support of g. By 
compactness arguments a limit A-R d exists, although it 
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may be non unique. It seems that for small couplings (and 
mo > 0) the cluster expansion 19 would work for the ultravio­
let regularized theory, proving the existence of the unique 
infinite volume limit. Further on it will be assumed that a 
translation invariant infinite volume limit exists and that a 
)l11easure f.lK exists such that 

lim E: [expUfPK(g)] = EK [expUfPK( g)] 
A----fo.R d 

= f expurpK(g)df.lK(fP)· 

Equation (IV.2) shows that it is sufficient to get a bound 
on the pressure a:, in order to establish (i) of Sec. II and (iii) 
of Sec. III. Let us note first the following lemma proved in 
Ref. 20 (Lemma VII.II). 

Lemma IV. 1 (Guerra, Rosen, Simon). Let 
P (x) = l:j: 2 aj~(a2n > 0), then there exists a constant A (de­
pending only on n) such that 

:P (rpK(X)): - UgfPK(X)~ - a2n A [ (fP;)n + oia,ug)] , 
(IV.4) 

where 

2n - 2(a )2n1J 
oia,ug)=.I 2n-J +luI2n/(2n-11 

J ~ 1 la2n I 
X ai~ 2n/(2n - Illgl 2n/(2n - II. 

As a consequence of Eqs. (IV.3) and (IV.4) we get 
Lemma IV.2. With certain constant D (K,aJ ) 

a:, (P- ugrp) 
<D(K,a.) +A luI 2n/(2n-l l(a )-1I(2n-lllgI2n/12n-lI. 

J 2n (IV.S) 
Lemma IV.3. Assumeg has a compact support, then for 

the polynomial P (x) = l:j: 2 aj~' 

EK [exp UrpK(g)] 

<exp [(D(K,aj ) - a:, (P))I Suppgl] 

X exp [A I U 12n/12n - II(a2n ) .- 1/12n - IJ dxlg(x) 12n/12n - II]. 
(IV.6) 

Proof From Eqs. (IV.2) and (IV.S) 

EK [exp UrpK( g)] <exp( - a:, (P)I Supp gl] 

Xexp ( a:, (P- ug(x)fP )dx 
Jsuppg 

<exp [(D (K,aj ) - a:, (P))ISuppgl] 

X exp [A (a 2n ) - 1/12n - IIIuI 2n/12n - Ilfdxlg(x)12n/(2n - Il 
Theorem IV.4. Assume that in a translation invariant 

P(rp..)d' a:, is bounded in K from above and that a2n (K) 
> il2n > 0, then the set of measures [VK J,VK = g-If.lK 
(gEC ;' (R d) is weakly conditionally compact. 

Proof The assumptions of this theorem together with 
Lemma IV.3 and Eq. (IV.2) ensure the fulfillment of the con­
ditions of Theorem 111.3. 

Remarks: (I) We allow here an arbitrary dependence of 
aj on K in order to take into account the counterterms. 
(2) Instead of introducing rpK as rj)(eiPXwK (p)) we may equiv­
alently leave rp unregularized, replacing f.lo by the Gaussian 
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measure with the covariance being the Fourier transform of 
(p2 + m~ )-IW;(p). 

V. DISCUSSION 

The investigation of properties of the Euclidean fields 
deals with measures of certain measurable subsets of Y'. We 
have discussed here in detail the continuity properties (see 
also Refs. 1,21, and 22 for other results in this field). The 
weak compactness of measures established in Sec. III allows, 
on the basis of Theorem II1.3, one to determine the measure 
,utA ) ofasetA if,uy(A ) are known and if,uy-+,u in the sense of 
the convergence of the characteristic functions. The sets A, 
which are considered in Sec. III, are of a special form. They 
should belong to the O'-algebra !!l c generated by the cylinder 
sets 

(V.I) 

If now for a set KE!!l c' closed in the 4> topology (Sec. III), 
,uy(K) = 1, then also ,u(K) = 1. We have discussed some 
closed sets K describing the behavior (fluctuations6

) of ipg (x) 
at x-+ 00 in ultraviolet regularized P (ip )d in our earlier pa­
per.5 The behavior at infinity of a P (ip )d random field and 
the Gaussian field are different. Due to the weak compact­
ness of ,uK from Sec. IV, if K is closed and,u,,(K) = 1, then 
also,u(K) = 1. Iffor a Gaussian measure,uo(K)=I= 1, we could 
conclude that,u is non-Gaussian. We were unable in Ref. 5 to 
exclude the Gaussian limits without additional (rather 
strong) assumptions. The possible improvement of these re­
sults could possibly be obtained with the use of K dependent 
sets K and some results of Topsoe23 on uniformity in the 
weak convergence. 

We have restricted ourselves in this paper and in Ref. 5 
to the a-algebra !!l c generated by the sets (V.l). We have 
based our approach on the results of Prokhorov4 on weak 
convergence in metric spaces. It appears that the weak con­
vergence of measures on nuclear7 and even more general 
Suslin spaces8 (Appendix) follows from the pointwise con­
vergence of the characteristic functions. Then Theorem III. 3 
remains true. We can conclude, e.g., that lim sup ,uy(K) 
<.,u(K) if K is closed in the weak topology of Y'. Unfortuna­
tely, we were unable to describe the fluctuations of ip in terms 
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of sets K closed (or open) in this topology. The difficulty 
stems from the fact that in order to describe ip at infinity, we 
first regularize the distribution ip. Then, the sets generated 
by ipg(x), with fixedg, are not closed in the weak topology of 
Y'. 
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It is found that the calculations of higher-order tadpoles and some integrals associated with the 
triangle diagram reported by Capper and Leibbrandt are incorrect within their dimensional 
regularization scheme. 

PACSnumbers: 11.10.Gh 

In this paper we will demonstrate that the calculations 
of higher-order tadpole integrals and the integral associated 
with pure graviton triangle diagram reported in Ref. 7 are 
incorrect. The authors of Ref. 1 considered the integrals 

J fd 21<' d 2w [2 2 ( )2] - I 1= ql q2 qlq2ql-q2 , 

J2 = J d 2Wqd 2Wp (p2(q _ p)2q4J -I, 

J~= Jd 2Wk [k 2(k-P2)2(k+pJ)2]-I, 

and they claimed that within the dimensional regularization 
scheme proposed previously in Ref. 2 

J
I 

= ~wr (I - w)F(2 _ w)j2w - 3, 

J2 = ~Wr(2 - w)F(2 - w)f2W -\ 

J3 = J..- 1TW(pi)W-3[F(3 - w)/(w - 2)] 
2 

X fds(co + CIS + C~2)-1/2 
Xl z~- 2 2F.(w - 2d;w - I;ZI/R 2) 

_Z~-2 2FI(W - 2,!;w - l;zolR 2], 

(1) 

(2) 

(3) 

where 

R = (co + CIS + C~2)1/2, P2 + P3 = - PI' 

fo = f(w)!pi, 

Co = (1 + 4/0)14, Zo =/0 + 5(1 - slPVpL 

c i = - (P2P3)/Pi, z\ =fo + 5(1 - 5 )Pi/pi, 

C2 = (P2P3f - p~pVpi 

[see Ref. 1, Eqs. (8), (13), (19), (20)]. 

An examination of the method applied for calculations 
of J I andJ2 reveals that the formulae (8) and (13) given in Ref. 
1 have been obtained by a misuse of the l' Hooft-Veltman 
formula 

f d2wq 2n_ 00 

2 (q) - 0, WEC, neN a 
(21T) w 

(4) 

(see, e.g. Ref. 3, Eq. (3.13), and Ref. 4, Eq. (2.6)]. To prove 
our statement, let us repeat the calculations along the Jines 
presented in Ref. 1. First we rewrite J I in the form 

J I = 1TwF(2 - W){ dSd 2Wql (q~)-I [q~s(1 - s) + f]"'-2 

(see Ref. 1 for an explanation of symbols) and then expand 
the term in the square bracket in power series about q~ . This 

___________________ JI yields 

J I = 1TWF(2 - W){ ds {fd 2wq l (qi)-I X [jw-2 + qis(I - s)(w - 2lfW- 3 + ... 

+ (lIn!)(I - snn(w - 2)(w - 3).··(w - 1 - n)(qi(r-
2

-
n + ... }) (5) 

lr----~~--------------------------
[see Ref. 1, Eq. (7)]. Now it is claimed in Ref. 1 that, due to 
the H-V formula (4), all terms in (5) vanish except the first 
one. The point to note is that the last statement is equivalent 
to the presumption that 

(6) 

and, since the last integral vanishes [see (4)] for any finite 
neN (;, then the conclusion Jd 2Wq (q2)n = 0 follows. Howev-

alSupported by MNSzWT Grant No. 04.3. 14.02.0S.2A - lK8E and par­
tially supported by lNT Grant No. 73 - 20002 AOJ. 

blSupported by MSzWNT Grant No. 04.03.14.02.0S.2A - lK7E. 

er, one observes that: 
(a) Eq. (6) does not follow from (4); 
(bl if(61 is taken at its face value, then it quickly leads to 

the following contradiction with the Capper-Leibbrandt ex­
tension of the Gaussian integral: 

f d2w -+ exp( - xq2 + 2bq) = (41T) - Wx - Wexp(b 2/X - fx)(7) 
(21T) W 

(see Ref. 2). 
First it is obvious that our formula (2.6) given in Ref. 4 

has been proven for (w, z)eC2 and does not hold when (w, z) 
belongs to compactified C2

• And an analysis of the Capper­
Leibbrandt proof of (4) (see Ref. 3) reveals that their proof 

1501 J. Math. Phys. 23(8), August 1982 0022-2488/82/081501-03$02.50 @ 1982 American Institute of PhYSicS 1501 



                                                                                                                                    

also does not cover the limit case n-oo [the series 
~;=o( - W(j) makes no sense when n-oo]. Morever, if(6) 
were true, then 

f
d 2wq e -q' = fd2wq ! ( - l)"(q2)n 

n=O (1)n 

= nto( - l)"fd 2wq (q2)"/(1)n 

and one gets f d 2Wq e - q' = 0 in such a case. But from (7) one 
gets immediately that fd 2Wexp( - q2) = 1TW exp( - f). So (6) 
cannot be considered even as an additional assumption an (4) 
holds for finite n, nE NO', only. (This fact is usually reflected 
by the statement "integrals over polynomials give zero with­
in the dimensional regularization scheme; see, e.g., Ref. 5, p. 
107). Thus the final formulae for J I and J2 reported in Ref. 1 
remain to be proven, and (4) is not too useful in the treatment 
of multi loop massless integrals (see Ref. 3, Sec. 4). 

Now let us consider J3 • It follows from (3) that J3 = 0 
provided p~ = p~ and pi # O. However, we will demonstrate 
that if this integral is calculated correctly, then, in general, 
J 3 # 0 when p~ # 0 and p~ = p~. It is obvious that J 3 can be 
rewritten in the form 

J~=C -- +B -- +A --f 
d2wk f d

2w
k f d 2wk 

- ab ae be ' 

where a = (k + P3)2, b = (k - P2)2, e = k 2, and the coeffi­
cientsA, B, and C obey the relation 

Ay + Bz + (A + B + C)k 2 + 2(Ap3 - Bp2)k = 1, 

y =pL z=p~. 

If we assume that 

(8) 

Ap3 - Bp2 = 0, A + B + C = 0, Ay + Bz = I (9) 

then (8) is evidently satisfied. Further, we will assume that 
this is the case and additionally suppose that 
pz/( p~) 1/2 = P3/( p~) 1/2 (we presume that 
p~ #0, p~ #0, p~ #0). After some algebra, one finds 

A = v'z B = v'y 
yv'z+zv'y' yv'z+zv'y' 

C= - v'y + v'z 
yv'z+zv'y 

Shifting the variable k-k + P2 in the first integral and 
using the relation P I = - (Pz + P3)' one obtains 

f d2wk 
+C . 

k 2(k - P2)Z 

The integrals of this type have been calculated already in 
(Ref. 4 see Appendix A), and we give below the explicit for­
mula only for the case N = 1 (to compare the result with 
given in Ref. 1). One finds 
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J
3 

= rr"'r(2 _ w) r(w - l)r(w - I) 
r [2(w - I)] 

X [C(4f + pi )W-2 2FI(!'2-W;~; pi ) 
4f+pi 

+B(4f+p~)W-22FI(!'2-W;~; p~ ) 
4f+P~ 

+ A (41 + p~)W - 2 2F{ ! ' 2 - w; ~; f: p~ )] / 

2F I(!' 2 - w; ~ ;1). (10) 

I~ is easy to see that when P2 = P3 (i.e., p~ = p~), then (10) 
YIelds 

J
3 

= 1T~" r(2 _ w) r(w - l)r(w - 1) 
P2 r [2(w - 1)] 

X [(4f + p~ )W- 2 2FI(J..., 2 - w;3/2; p~ ) 
2 4f + p~ 

- (41 + 4p~)W- 2 2F{1!2, 2 - w;3/2; f: p~ )]/ 

2F t!! ,2 - w;3/2;1). (11) 

Obviously, the right-hand side of (11 ) does not vanish identi­
cally; thus our conclusion that, in general, J,=O when 

2 2 . . -
P2 ~ P.1 follows. Smce the sum m the square bracket in (10) 
vamshes at w = 2, one easily finds that limw = 2 (2 - W)J3 

= 0; hence J3 has no pole at w = 2 in this particular case. 

In the general case N #0 [see Ref. 4, Eq. (2.2)], one has 

J 3 = 1T
w J f f dx dy dz (x + y + z) - w 

xexp [ - ayz + f3xy + yxz _ (x + y + Z)~] 
x+y+z 

= 1TwLdX L -xdy fO dz ~ - w 

Xexp{ -,tVf - z[ay(1 - x - y) + f3x(1 - x) + yxy]} 

= 1T
W LdX(I-X)Ldt fO dz~-w 

Xexp{ -,tVf - z(1 - x)[a(1 - x)t(1 - t) 

+ f3x(1 - t) + yxt J} 

= 1T
w fO dz ~ - W exp ( - ,tVf)LdX x LdY exp( - zA ), 

where 

A = x{(1 - x)[ - ay(1 - y) + f3(1 - y) + yy] + ay(1 _ y)}, 

a = pi, f3 = p~ , y = p~ . 

Unfortunately, such a complicated structure of J
3 

prevented 
us from performing all integrations explicitly. Although J" 
when N = I, can be reduced to the form -

J = 1Tw r(3 - w) (dx 
3 r(3) Jo 

X [f + x(1 - x)/3 ]W- 3'X.FI(I, 3 - w, 2; J..., J...), 
YI Y2 

where 
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YI/2 = [ax + (r - P)(I - x) ± ~7];2ax, 
~ = [ax + (r -P)(l-xW + 4a[ px(l-x) + fl, 

the last integrand is still very complicated. However, J3 can 
be calculated explicitly also when, e.g., P2 = - P3' 
p~ = 0, p~ = O. In this particular case one gets 

J
3 

= ~ioo d Z(3- wl- le-zNf = ~ sgnN j(W- 31/N 

2 0 2 N 

xr(3~W). 

HenceJ3 has a pole ofahigh orderwhenN = I (and vanishes 
when N < 0) at the physical point w = 2. It is obvious now 
that a singularity structure of J3 in the w plane is a very 
complicated function of external momentap\,P2,P3' More-
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ever, it is not a continuous function of pi , p~, p~ (see also Ref. 
4). 

Summarizing, we have demonstrated that the calcula­
tions of J\, J2, J3 reported in Ref. 1 are unreliable and the 
final conclusion concerningJ3 reached in Ref. 1 thatJ3 is free 
of divergences at w = 2 is, in general, incorrect. 

'D. M. Capper and G. Leibbrandt, J. Math. Phys. 15,795 (1974). 
20. M. Capper and G. Leibbrandt, J. Math. Phys. 15, 82 (1974). 
3D. M. Capper and G. Leibbrandt, J. Math. Phys. 15, 86 (1974). 
4M. W. Kalinowski, M. Sewerynski, and L. Szymanowski, "On some gen­
eralizations of Gaussian integral and the dimensional regularization," 
Preprint IFf/19/l980. 

'G. t' Hooft and M. Veltman, "Diagrammar," CERN Preprint R/17172, 
August 1973. 
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In this work the mathematical structure of principal superfiber bundle Ps is used to give a 
geometrical description of gauge theories. The base space of Ps is an S 4.2 -supermanifold X, (four 
commuting and two anticommuting variables), and the structure group an S n,O supergroup G

s
' 

where n is the dimension of the gauge group for the classical theory. The body of P, is the usual 
principal fiber bundle P of gauge theories. Gauge and Faddeev-Popov fields arise as superfields, 
components of the connections in P" in a local coordinate system. BRS (Becchi, Rouet, and Stora) 
and anti-BRS transformations are gauge transformations, in Ps ' of parameters the ghost and 
antighost superfields, respectively. In the case of soul-flat connections, which are connections in 
Ps coming from connections in P, the BRS and anti-BRS transformations are finite translations 
along the anticommuting directions of X .. and generate an SO,2-supergroup. 

PACS numbers: 11.10.Np, I1.30.Pb 

f. INTRODUCTION 

The mathematical structure of gauge theories was dis­
played in 1975 by Wu and Yang, 1 who established a diction­
ary of equivalences between physical terms and mathemat­
ical concepts. Thus a pure gauge theory is described by a 
principal fiber bundle P (X, G), with base space X (the space­
time manifold) and structure group G (the gauge group). The 
gauge fields AI' and the strength field tensor Fl'v are the 
coefficients of a connection (I-form) in the principal fiber 
bundle and its curvature (2-form), respectively, in a local 
coordinate system in P. In this scheme the gauge transforma­
tions are fiber bundle equivalences. 

When a gauge theory is quantized, one needs to intro­
duce in the Lagrangian a gauge fixing term so that the effect 
it produces is twofold: (a) New (spinless and anticommuting) 
fields appear, the so-called Faddeev-Popov (FP) fields; (b) 
the original gauge invariance is broken and a new invariance, 
first discovered by Becchi, Rouet, and Stora2 (BRS) arises. 
FP fields and BRS transformations do not appear in the Wu 
and Yang's dictionary. Nevertheless, several attempts have 
been recently done in order to provide them with a precise 
geometrical interpretation. 

In our knowledge, the first essay in this sense was 
achieved by Thierry-Mieg,3 associating the FP ghost with 
the vertical component of the connection I-form in the prin­
cipal fiber bundle P (X, G) and the BRS transformation with 
the exterior differential along the fiber. In this way the FP 
ghosts, as I-forms, have the physically required anticommu­
tativity properties. However, in this scheme, FP ghosts get a 
space-time dependence only by means of changes of coordi­
nates in the fiber bundle, which cannot be interpreted as 
gauge transformations. On the other hand, neither do FP 
antighosts have any geometrical interpretation nor do they 
transform under BRS transformations. 

Following the idea of interpreting FP fields as I-forms 
we introduced, in a previous work,4 an enlarged principal 

fiber bundle allowing one to interpret geometrically FP 
ghosts and antighosts. It was thus possible to give both of 
them a space-time dependence by means of true gauge trans­
formations. BRS transformations have, in this scheme, an 
interpretation similar to Thierry-Mieg's one. As a conse­
quence of our enlarged mathematical structure, new anti­
BRS transformations did appear together with the usual 
BRS transformations. The new transformations had already 
been introduced in the literature by Curci and Ferrari5 and, 
more recently, by Ojima,6 without any relation to the geo­
metrical structure of gauge theories. 

The interpretation ofFP fields as I-forms on a finite­
dimension manifold is not, however, fully satisfactory since 
it would lead to the vanishing of Green functions containing 
a number ofFP fields higher than the dimension ofthe mani­
fold. 7 If we wish to save the former problem, casting the 
interpretation ofFP fields as I-forms away, we need, as usu­
al, to introduce an infinite-dimensional Grassmann algebra 
in order to give the anticommuting character to FP fields. 
On the other hand BRS transformations map commuting 
into anticommuting fields, and this fact led Ferrara, Piguet, 
and Schweda8 to interpret them as supersymmetric transfor­
mations. Recently, Tonin and Bonora9 have extended these 
ideas also to anti-BRS transformations. These authors intro­
duce9 a supers pace, with two anticommuting variables, and 
define a I-form on it, to be identified with a certain connec­
tion, whose coefficients are superfields involving gauge and 
FP fields. Furthermore, by imposing some conditions of null 
curvature, they interpret the BRS and anti-BRS transforma­
tions as translations along the anticommuting variables. In a 
later work,1O Bonora, Pasti, and Tonin searched for a geo­
metrical structure where the former I-form would corre­
spond to a connection form. They do not find a structure of 
principal fiber bundle, as would be expected in a gauge the­
ory, but they are constrained to introduce "ad hoc" a much 
more complicated structure, called by them quasifiber 
bundle. 
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The aim of this work is to find out a natural geometrical 
interpretation of FP fields and BRS and anti-BRS transfor­
mations within the framework of the structure of principal 
fiber bundle. To this end, we use the concepts of supermani­
fold, supergroup, and superfiber bundle which have been 
developed in another paper. II 

In Sec. II we present a summary of concepts and results 
of the differential supergeometry, II which will be useful in 
the present work. In Sec. III we build a principal superfiber 
bundle whose body (real part) is the principal fiber bundle 
P (X, G) of unquantized gauge theories (that is the theory 
without FP and gauge-fixing terms). We define the connec­
tion I-form, on the principal superfiber bundle, whose coeffi­
cients are superfields as in Bonora and Tonin's heuristic con­
struction.9 Among the connection I-forms we stress those 
(soul-flat connections) coming from the pullback of a con­
nection in the body P (X, G) and having automatically the 
required property of null curvature along any anticommut­
ing direction. In Sec. IV we interpret BRS and anti-BRS 
transformations as mappings, in the space of connections, 
determined by true gauge transformations, in the superfiber 
bundle, whose parameters are the superfields corresponding 
to ghost and antighost fields. We also analyze the mathemat­
ical conditions which must be satisfied by the principal su­
perfiber bundle. For soul-flat connections we recover, for 
the BRS and anti-BRS transformations, the interpretation of 
translations along the anticommuting variables in agree­
ment with the results of Ref. 9. It is easily proven that the set 
of these transformations generates an additive supergroup, 
with two anti commuting parameters, isomorphic to the su­
perspace SO.2. The parameters of this supergroup are global 
(they do not depend on the point of the supermanifold) so 
that the total invariance of gauge theories (BRS and anti­
BRS) is global-like, and the introduction of new ghost fields 
is no longer necessary. 

II. A SUMMARY OF DIFFERENTIAL SUPERGEOMETRY 

Since FP fields are anticommuting quantities and the 
charges generating BRS and anti-BRS transformations anti­
commute with each other, the suitable framework to analyze 
the mathematical structure of these objects is differential 
supergeometry. That is, in short, a geometry where the real, 
or complex, numbers are replaced by Grassmann numbers. 

Analysis on superspaces has recently been considered 
by Rogers I I and Jadczyk and Pilch. 12 In this section we give 
a brief summary of some mathematical concepts and results 
obtained in a previous work, 13 which will be used later in this 
paper. The originality of our approach 13 can be mainly stat­
ed as follows: 

(a) We introduced in Ref. 13 the concept of generalized 
supermanifold, where different coordinates may belong to 
different Grassmann algebras: This has been proven very 
useful, in this paper, for the geometrical interpretation of 
extended BRS symmetry and FP fields. 

(b) Jadczyk and Pilch's approach l2 only applies to infi­
nite-dimensional Grassmann algebras, so that the superfield 
expansion is lacking because one is forced to handle it with 
analytic functions. Our approach 13 is free of this failure: In 
particular, the superspace constructed in Sec. III has its even 
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coordinates belonging to finite-dimensional Grassmann al­
gebras, so that the superfield expansion holds for it. 

A. Superspace 

We present here a generalization of the concept of su­
perspace introduced in Ref. 13. Let B be a Grassmann alge­
bra generated by [ /3i 1 iE/ (where I is a finite or countably 
infinite set of indices) with /30 = 1. For MEF (I), the set of 
finite parts of I, we shall define B M as the Grassmann subal­
gebragenerated by [ /3i LEM ifM #0, andB0 = R (in particu­
lar B/ = B). BM is Z2-graded, BM = B~ alB~, with B:W 
= B inBM(i = 0, 1). We can endow B with the structure of 
Banach algebra and then B M is a Banach subalgebra. 

A supers pace associated to the triple (A, m, n), with 
A = (Kjr~+1 n, KjEF(!), m > 0, n > 0, is the direct product 

B~, X"'XB~m XB t + I X .. ·XB ~m+n 
which will be indicated by S ~.n or S m.n. As a product of 
Banach spaces, S m.n is also a Banach space. The heterogen­
eity of the Ki will allow a minimal superspace in the con­
struction, which will be worked out in the next sections. 

Given a superspace S m.n, we shall consider B-valued 
functions defined on an open set U of sm.n, A function! 
U_B is GO if it is continuous.fis G I if there exists a family 
Gi ! U_B of Go functions such that for all 

x = (Xi)~+lnEU, h = (hi)7'~+lnESm,n with x + hEU; 

then 
m+n 

fix + h) =!(x) + L hiGJ(x) + o(IIhll)· (1) 
;= 1 

If 1m! C B L , L C I, a consequence of the definition of G I is 
that a G I-function! does not depend on the ith coordinate if 
Ki qL. In the same way, G k functions (O,:;;k < 00) can be 
defined as usual. The class of G k-functions will be indicated 
by G k (U), which is a Z2-graded algebra:f EG k (U)i iff 1m! 
CB'(i=O,I). 

If! EG "" ( U), the following expansion can be written: 

(2) 

where Fm,n = F([m + 1, ... , m + n j), llM(X) = Xi,Xi, ",xi, if 
M = [it, ... ,ik J, it <i2 < ... <ik and ll0(X) = 1, and gM 
EG "" ( U) only depends on the even coordinates. 

The expansion (2) shows that G ""-functions coincide 
with the superfields which appear usually in supersymmetric 
field theories. 

Let us finally note that G "" (U) C Coo (U, B ). 
We define the body of the Grassmann algebra as the 

mapping r: B_R which maps all elements of B into its real 
part The generalization to the body of the superspace r: S m,n 
_R m is obvious from the former definition. Nevertheless, 
we shall only define the body of a particular class of open sets 
in S m,n, satisfying certain connectedness properties, and 
which will be referred to as "good opens."\3 

B. Supermanifold 

Let (Xs' X, r) be the triple where Xs and X are C ""_ 
manifolds and r: X, -X a surjective, differentiable mapping. 
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A structure of bodied supermanifold is 
(a) an atlas! Ua, <Pa I inX, 
(b) a family! ¢a J, ¢a: r- I

( Ua )-S m,,,, such that 
(i) ! r-l(Ua), ¢a I is an atlas of Xs' 
(ii) ¢a(r-IUa) is a "good open" of sm,,,, and r'¢a 

= <Per·r or, homologically, 

1/1" 

(iii) ¢af3 = ¢a'¢;; I: ¢f3(r-IUanr-IUf3)-¢u(r-IUa 
nr- I Uf3) is a Goo-diffeomorphism, 

(iv) the family! Ua, CPa' ¢a I is maximal, and satisfies (i), 
(ii), and (iii), 

The manifold X is called body of the supermanifold Xs' 
The concept of G 00 function between two supermanifolds is 
induced from the definition given in subsection IIA through 
a local coordinate system, 

We define the tangent space T (X, ) to the supermanifold 
Xs as the space of tangent vectors to curves in Xs' The space 
T (Xs) has the structure of vector bundle with fiber S m,n and 
it is a bodied supermanifold, with body T(X). However, we 
cannot define T (Xs) as the space of derivations of functions 
defined on Xs . Actually, the space of derivations of G 00 (Xs)­
functions is a different tangent space Td (Xs)' The tangent 
space to a point pEJ(, Td (Xs)p, is a B-module. To verify this 
property, let us consider a local coordinate system (Xi) in Xs; 
every element belonging to Td (Xs)p can be written as 
'i,':'~+lnai(p)alaXi' where ai(p)EB, while the elements of the 
tangent space T(Xs)p have the expression 'i,~+1 nai(p)alaxo 
where alp) = (ai(p))eSm,n. 

The construction of the V (graded B-module)-valued 
graded exterior algebra D (Xs) over the tangent spaces Td (Xs) 
has been carried out in detail in Ref. 13, 'and we shall not 
dwell upon it. In particular, the exterior product of two 
forms w lED r, and w 2ED r, satisfies the property 

(3) 

where Wi is the Grassmann grade and ri the grade ofthe form 
Wi' while the exterior differential of a I-form w is given by 

dw(XI' X2) = ( - I)IXd IUJIX
l
w(X

2
) + ( _ I)IX,IIX,I + I + IX,II"'I 

XX2W(Xt!- W([XI' X2]) (4) 

where IXi I is the Grassmann grade of the vector field Xi ' 

C. Supergroup 

A Lie supergroup Gs is a bodied supermanifold with a 
product law providing the structure of group and such that 
mapping (a, b )~b -I, a, bEGs is G '" . As a consequence of 
the definition we have that G = r( Gs), the body of Gs' is a Lie 
group and r is a group homomorphism. Let us note that the 
particular realizations of supergroups studied in the litera­
ture l4 do satisfy to our definition. 

The Lie algebra '!Y s of the supergroup Gs can be identi­
fied, in the usual manner, with the tangent space to Gs at the 
identity e, T(Gs) •. Furthermore, we have the Lie superalge­
bra Td (G.)., which is graded B-module and normally re-
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ferred in the literature to as a graded Lie algebra (GLA).15 
Let us finally note that Td (Gs)~ (even part) generates, 
through the exponential mapping, a Lie supergroup. In par­
ticular Td (G)~ generates a Lie supergroup with body G. 
D. Superfiber bundles 

A principal superfiber bundle Ps (Xs' Gs )' with base 
space Xs and structure group Gs ' is a bodied supermanifold, 
with body P (X, G)-principal fiber bundle with base space X, 
the body of X s ' and structure group G, the body of Gs' satis­
fying the usual properties of the principal fiber bundle, 16 but 
where the C '" -condition for the involved functions is re­
placed by the G '" -condition. Indeed, since every G 00 -func­
tion is automatically Coo, as we saw above, a principal super­
fiber bundle has also the structure of the principal fiber 
bundle. 

A connection in Ps is defined as follows: Let w: Td (Ps ) 

-Td(Gs)e be an even I-form such that 
(i) w(A *) = A, where AETd (Gs)e and A * is the funda­

mental vector field in Ps associated with A, 
(ii) R :w = ad(a-I)w, aEGs ' 

Using the property w( T (Ps )) C T (Gs )e' we define the connec­
tion inPs as the restriction w: T(Ps)-T(Gs)e' The curvature 
is defined from the connection in the usual way, satisfying 
the structure equation f1 = dw + Hw, w]. 

III. THE MATHEMATICAL SCHEME 

In this section we shall proceed to construct a suitable 
mathematical scheme where BRS and anti-BRS transforma­
tions acquire a geometrical interpretation. In a recent work,9 
Bonora and Tonin succeeded to interpret the BRS transfor­
mations as sypersymmetric transformations using heuristi­
cally the concepts of connections and curvatures in super­
fiber bundles, In Bonora and Tonin's construction,9 it is 
essential to impose the vanishing of the curvature compon­
ents whenever a direction corresponding to an anticommut­
ing coordinate does appear, in a similar way to what happens 
in the construction of Ref. 4. An attempt to give a mathemat­
ical rigor to the heuristic construction of Ref. 9 has recently 
been made, 10 but the price to pay was to leave the structure of 
the principal fiber bundle and replace it by the ill-defined 
structure of the quasifiber bundle, Here we get that math­
ematical rigor in the context of the structure of the principal 
superfiber bundle. That is, we build a structure of principal 
superfiber bundle whose connection is that heuristically 
built in Ref. 9 and where the condition of null curvature 
along the anticommuting variables arises in a natural way. 

A. General construction 

LetXbe the space-time manifold (R 4, s4, ... ) and G an 
n-dimensional internal symmetry compact Lie group. Let 
P (X, G ) be the usual principal fiber bundle in gauge theories, 
in which the gauge potentials A,.. (x) are the components of 
the connection projected over X. LetXs be anS 4.2-superman­
ifold, with A = (0, 0, 0, 0; I, I) and I an countably infinite set 
of indices, whose body is the manifold X = r(Xs) and such 
that a global section r: X -Xs does exist. Let Gs be an S ~~ -
supergroup, with A I = (1,1, ... ,1), whose body is G. 

Let us consider the following commutative diagram: 
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n, 
Xs ( Ps (Xs , Gs) 

,1 
11 

1 T 

x, P(X,Gs ) 

(that is, r.Hs = H'T), where 
(a) P s (X" Gs ) is a principal superfiber bundle with fiber 

Gs ' base space Xs ' and projection H s ' whose body is the prin­
cipal bundle P (X, G). 

(b) P (X, Gs ) is a principal superfiber bundle with fiber 
Gs ' base X, and projection H, whose body is also P (X, G). 

(c) T is a superfiber bundle homomorphism: Coo and 
such that TRa = Ra T for all aEGs ' 

Since P (X, Gs ) is included into Ps (Xs' Gs )' via the global 
section f, every homomorphism T induces a gauge transfor­
mation To through its restriction to P (X, Gs). The composi­
tion To- I·r is another homomorphism inducing the identity 
gauge transformation. We shall restrict ourselves, hereafter, 
to this class of homomorphisms. 

The class of connections we shall consider in P s will be 
the pullback, by the homomorphisms T, of connections in 
P (X, Gs ). We shall study these connections through families 
of I-forms defined on the respective base spaces. Let us take 
a local trivialization ! (Uj , a j ) I in P (X, Gs ) and the local tri­
vialization ! (Vj, ~ II in Ps (X" Gs ), where ! U j I is an open 
covering of X, Vi = r- I( Uj ), ~: Vi-H.- I( Vi) is the pre­
ferred local section in Ps (Xs' Gs )' and a j = T'~ ·f: Uj 

_H - 1 ( Uj ) a local section in P (X, Gs)' In this trivialization 
the homomorphism T is determined by the family yj: V; -G. 
of G ""-functions satisfying the compatibility relations Yj 
= (!/Jji.r)-'Yjt/l;j' where!/Jji and l/1j are the transition func­

tions in the fiber bundles P (X, Gs ) and Ps (X., Gs ), respective-
ly, for the above defined trivializations. In particular, we 
have !/Jjj = tfij.t and tJjj = t[t ij- I. Furthermore, it is easy to 
see that, in this trivialization, the homomorphism To given 
by YOj = Yj·t: Uj-Gs is the identity. In general, the existence 
of homomorphism T is not a priori guaranteed for any couple 
offiberbundlesP(X, Gs) andPs(Xs, G.). Nevertheless, given 
the bundle P (X, G.) with transition functions !/Jij' we can 
build a bundlePs (X" G.) with transition functions tfij = !/Jij.r 
satisfying, trivially, the cocyc1e condition. The homomor­
phism r which maps Ps into P (X, Gs ) should be given by the 
family of functions Yj=e. On the other hand, given two ho­
momorphisms T and T' of Ps (Xs ' Gs) into P (X, G.), there 
exists a gauge transformation a in Ps (X., Gs ) such that 
r' = r·a, with a determined by the family a j = Y,- I.y;, 
where Yj and Y; are the functions defining T and T', respec­
tively, in a given trivialization. 

A connection in P (X, Gs) is determined by the family of 
I-forms! a j ), defined on Uj , satisfying the compatibility re­
lations aj = !/Jjjaj!/Jij + !/Jjld!/Jij. The pullback by T of this 
connection is expressed, likewise, by the family of I-forms 
fan defined on V;, where 

with the corresponding compatibility relation. 
The curvature corresponding to the connection in 
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PIX, Gs) is given by the family of2-forms I Ri J defined on Uj> 
satisfying the compatibility condition Rj = ad(!/Jij·I)R i • On 
the other hand, the curvature corresponding to the connec­
tion in Ps (Xs' Gs) is given by the family R ~ of2-forms on Vj , 

where 

R ~ = ad(Yj-l)r*R j. (6) 

Equation (6) shows clearly that the components ofthe curva­
ture R : with respect to any odd coordinate vanish identical­
ly due to the presence of the mapping r*. 

B. The pullback of a connection in P(J(, G) 

We shall start from a connection UJ in P (X, G) whose 
coefficients are, in a local coordinate system, the gauge fields 
AI' (x) corresponding to the symmetry group G. Since our 
goal will be to build a structure with room for FP fields, we 
shall induce, from UJ, a connection in P (X, Gs) and then apply 
the mathematical scheme described throughout Sec. IlIA. 

TheconnectioninP (X, Gs)induced byUJ is given by r*UJ. 
We can choose locally, with the aid of the inclusion t, the 
coordinate neighborhood in X s ' V = U X W, where U is an 
open in R 4 and Wan open in S 7/ l)' U is chosen to be a 
coordinate neighborhood in X and t: U_ Vis given by f (xI') 
= (xI" 0, 0). Since '!!I C '!!I s' both UJ and r*UJ are expressed, in 

these coordinates, by 

a j =A~(x)dxl'. (7) 

(Hereafter we shall suppress, unless explicitly mentioned, 
the family index i from all connection and curvature forms.) 
Let us remark that, while the coefficients AI' (x) of a general 
connection in P (X, Gs) should be arbitrary, even elements of 
'!!Is (the connection is an even form in the Grassmann alge­
bra), the coefficients in (7) belong to '!!I, so they are real. 

In the local coordinate system we are using, the homo­
morphism T is expressed by 17 

y(xl' , e, 0) = exp[8C(x) + Oe(x) + eO(D(x) 

+ H e(x), c(x) J)), (8) 

and the connection UJs is obtained by pulling back r*UJ by T, 

as indicated in Eq. (5), so that it can be written as 

as = ifJ
" 

(x, e, 0 )dxl' + de 7j(x, a, 0) + de 1](x, e, 0 ), (9) 

where ifJl' (x, e, 0), 1](x, e, 0), and 7j(x, e, e, 0) are G '" -func­
tions which can be expanded as 

ifJl'(x, e, e) =AI'(x) + aDl'c(x) + eD"c(x) + eO(D"D(x) 

+ [Dl'c(x), c(x)l), (lOa) 

1](x, a, 0) = e(x) - e(D (x) + I e(x), c(x) 1 ) 
-!e Ic(x), c(x)l + ee (B(x), c(x)), (lOb) 

7j(x, e, 0) = c(x) - !e ! c(x), c(x) 1 
+ OD(x) - eo [D(x), c(x)], (lOc) 

withYI' = al' + [AI' (x), ], the usual covariant derivative, 
and D (x) a function of D (x), c(x), and c(x) gi ven by the relation 

D (x) + B (x) + le(x), c(x)) = O. (11) 

Let us note that ifJl' is a '!!I s -valued G ac -function, where '!!I s 

= T (Gs)e is the Lie algebra of Gs and also coincides with the 
even part of the Lie superalgebra Td (Gs)~' On the other 
hand, 1] and 7j are Td(Gs)~-valued, the odd part of the Lie 
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superalgebra. In short, the I-form as is even. 
Next, we shall discuss the null curvature conditions, 

introducing a more compact notation, which will be used 
later on. Let us denote by Ui the coordinates of V, with Ui 

= Xi (1 <;<;4), u5 = e, and U6 = e. In this notation a connec­
tion in Ps (Xs' Gs) is written, in V, as 

as = dUi Pi(U), (12) 

withpi(u) even for 1 <i<4 and odd for i = 5,6. The compon­
ents of its curvature are 18 

Fij(u) = Ji Pi - (- l)ip;iip)J) Pi + [POP)] += (13) 

where the symbol [ , ]_ ([, 1+) means the commutator 
(anticommutator) which is used whenever Pi and/or Pi are 
even (Pi andp) are odd). 

It is easily proved that the curvature of as, 13 satisfies 
the condition Fij = 0 whenever i orj are equal to 5 or 6. This 
condition characterizes the connections in Ps (Xs' Gs) com­
ing from a connection in P (X, Gs) through homomorphism 7. 

To give this statement in a more precise way, we shall intro­
duce the following concepts. 

Definition 1: A local coordinate system inXs is called t­
trivial if 

t(x,J = (xI"' 0, 0). 

Definition 2: A connection {Us in Ps (Xs' Gs) is called 
soul-fiat if, for any t-triviallocal coordinate system, Fij = 0 
for [i,j)n[ 5, 6) #0. 

Next, we shall state a theorem to give a global charac­
terization of soul-fiat connections. 

Theorem 1: A connection {Us in Ps (X., G.) is soul-fiat if 
and only if there is a connection {U in P (X, Gs) and a homo­
morphism 7: Ps (Xs' Gs )-+P (X, Gs) such that (u. = r*{U. 

The proof ofthis theorem will be relegated to Appendix 
A. 

Thus, every soul-fiat connection is given, in at-trivial 
local coordinate system, by Eqs. (10). It is therefore depend­
ing on seven independent fields, AI" (x), c(x), c(x), and B (x), 
which are interpreted as the gauge potentials, ghost, 
antighost, and auxiliary fields, respectively, in agreement 
with the heuristic construction of Ref. 9. So it is possible to 
have room, inside a geometrical object, for the fundamental 
fields which appear in a quantized gauge field theory. 

IV. BRS AND ANTI-BRS TRANSFORMATIONS 

We shall analyze in this section, using the geometrical 
scheme built in Sec. III, the BRS and anti-BRS 
transformations. 

The classical action corresponding to a gauge invariant 
theory quantized in the covariant gauge JI"AI" = B is given 
by the expression 

s= f d 4x [-~F~vF~v-ca(f'D,,ca 
-!BUBu +((f'A~)Ba]' (14) 

As it is well known, although this action is not gauge­
invariant-since the gauge invariance has been broken by 
the quantization procedure (gauge fixing + FP term)-it is 
indeed invariant under BRS transformations2 of the fields 
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DAI"(x) = tDl"c(x), &(x) = -!t !c(x), c(x)), 
(15) 

bC(x) = tB (x), DB (x) = o. 

Furthermore, the action (14) is invariant under the anti-BRS 
transformations4

,6 of the fields 

(16) 

8c(x) = sIi (x), ;5 Ii (x) = 0, 

where the parameters S and ~ are constant odd elements of a 
Grassmann algebra. The shape of transformations (IS) and 
(16) looks like gauge transformations of parameters tc(x) and 
;c(x), respectively. This property has been used to introduce 
them heuristically in the physical literature. In the following 
we shall see that BRS and anti-BRS transformations are re­
presented in our formalism, acting over each connection, by 
true gauge transformations of parameters ~71(x, e, e) and 
s-r;{x, e, e), the ghost and antighost superfields, respectively. 

Let C(f be the set of connections in Ps (X., G.) . We de­
fined the transformations T-;;, Ts: C(f -+ C(f by 

(l7) 

where r({Us) and y({Us) are gauge transformations in Ps 

which, in a t-triviallocal coordinate system, are expressed by 

r({Us) = exp [~71(x, e, e)], y({Us) = exp [s17(x, e, e)]. 

(18) 

Next, we shall restrict the class of superfiber bundles 
Ps (Xs' Gs ) for which Eqs. (18) define true gauge transforma­
tions by the following theorem. 

Theorem 2: Equations (18) define gauge transforma­
tions in Ps (X., Gs) if and only if: 

(i) The transition functions of the superfiber bundle 
Ps (Xs , Gs ) can be written as 

( 19) 

in some family of trivializations of Ps (Xs' G.). 
(ii) The base space of the superfiber bundle Ps (X., Gs ) is 

(20) 

The proof of this theorm will be given in Appendix B. 

Let us now verify that the transformations T"[; and T" 
introduced in Eq. (17), induce over the physical fields AIL (x), 
c(x), c(x), and B (x) the transformation laws given by Eqs. (15) 
and (16). Let as be an arbitrary connection in Ps given by Eq. 
(9), where the superfields ¢" (x, e, e), 7l(x, e, e), and 17(x, e, e) 
are arbitrary G "'-functions not necessarily given by (10). Us­
ing the transformation law of connections under gauge 
transformations,13 we can write 

(21) 

or, in terms of the superfields, 
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tPl' + DtPl' = y-ltPl' Y + y-IJI' y, 

1] + D1] = y-l1]y + y-IJey, 

tPl' + 1>tPl' = y-ltPl' Y + y-IJI' y, 

1] +;51] = y-l1]y + y-IJey, (22) 

Tj + DTj = y-ITjy + y-IJey, Tj + b Tj = y-ITj y+ y-IJeY. 

Equations (22) read, in the notation ofEq. (12), for the super­
fieldsp,(u), as 

D p,(u) = D,~ 1], 

1> p,(u) = D,S Tj, 

where 

D, =J, + [Pi' 

is the covariant derivative along the direction u,. 

(23) 

(24) 

In particular, for soul-fiat connections, that is, tPl" 1], 
and Tj given by (10), we have for the covariant derivatives (23) 
the following results: 

De~1] = ~Je1], 
De~1] = ~JeTj, 

DesTj = SJe1], 

DeSTj = SJeTj· 

(25) 

These equations lead, for the physical components AI" C, c, 
and R of the superfields, to the variations given by Eqs. (15) 
and (16). It is thus proven that the transformations T~ and T, 
defined in (17), restricted to soul-fiat connections, induce the 
BRS and anti-BRS transformations, respectively. 

Equations (23) and (25) allow us to recover Bonora and 
Tonin's interpretation9 for BRS and anti-BRS transforma­
tions as translations along the directions Band e of the super­
space Xs' Although (25) seems to correspond to infinitesimal 
translations, they are really finite translations of parameters 
S and ~ (this is due to the factthat S 2 = ~ 2 = 0), which can be 
expressed as 

T~ p,(x, B, e) 
= p,(x, B, e + ~) = p,(x, B, e) + ~ Je p,(x, B, e) 

p,(x, B, e) + D p,(x, B, e), 

T, p,(x, B, e) 
=p,(x, B + S, e) = Pi (x, B, e) + SJePi(X, B, e) 

p,(x, B, e) + 1> Pi(X, e, e). 

(26) 

From (26) it is straightforward to prove that the following 
product law holds: 

T~, T~2 = T~, + ~2' 

T"T" = T" +,,' 
T,T~ = T~T,. 

Defining 

1(,.~) = T, T~, 1(0.~) = T~, 1(,.0) = T" 

(27) 

(28) 

we obtain that the transformation T1a ) are a representation 
of the additive supergroup SO.2, with the product law 

1(".~,) 1(",,[;,) = 1(" + ". ,[;, + ,[;,)' (29) 
Thus, we have made clear from the above construction 

that, for soul-fiat connections, the BRS and anti-BRS trans­
formations generate a global (nonlocal) supergroup with two 
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I 
anticommuting parameters. However, acting over each con-
nection, they coincide with a particular gauge transforma­
tion of parameters sTj and ~1]. The last discussion cannot be 
extended to general connections in Ps since (25), and hence 
(27), do not hold. 

v. CONCLUSION 

In this work we have found that a suitable structure for 
giving a geometrical interpretation to quantized gauge the­
ories is that of the principal superfiber bundle. Let us remark 
that every superfiber bundle is also a fiber bundle in such a 
way that the structure of the principal fiber bundle is valu­
able not only for the unquantized, but also for the quantized 
gauge theory. Yang-Mills and Faddeev-Popov fields appear 
as superfields which are coefficients of a particular kind of 
connections in the superfiber bundle-soul-fiat connec­
tions--{;oming from the usual connections in the principal 
fiber bundle describing the unquantized theory. The BRS 
and anti-BRS transformations are, acting over a given con­
nection, true gauge transformations, in the superfiber bun­
dle, of parameters, the ghost and antighost superfields, re­
spectively, which appear in the particular connection on 
which they act. For the case of soul-fiat connections the BRS 
and anti-BRS transformations are also translations along the 
anticommuting variables which act in the base supermani­
fold. Moreover, they generate an SO,2-supergroup. 

In short, we see that Bonora and Tonin's heuristic re­
sults9 can be geometrically interpreted within the frame­
work of the theory of principal fiber bundles by means of the 
concepts of supermanifold, supergroup, and superfiber bun­
dle lately developed in the literature. II

-
13 

We leave as an open problem, in this work the geometri­
cal interpretation of the Lagrangian of quantized gauge the­
ories, as some invariant of the supergroup SO.2, as well as its 
relation with the geometrical interpretation given to the La­
grangian of the unquantized gauge theory. 

APPENDIX A 

In this appendix we shall prove Theorem l. 
(i) A connection in Ps ' in t-trivial coordinates, can be 

expressed as 

Ws = dxl' tPl' (x, B, e) + de 1](x, B, e) + dB Tj(x, B, e), 

(AI) 

where 

tPl'(x, B, e) =AI'(x) + BRI'(x) + eRI'(x) + Besl' (x), 

1](x, B, e) = c(x) + Bn (x) + er(x) + ees(x), 

Tj(x, B, e) = c(x) + 8r(x) + eR (x) + Be six). (A2) 

The connection Ws is soul-fiat if and only if the following 
relations hold: 
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RI'(x) = Dl'c(x), r(x) = - HC(X), C(X) J, SIX) = OJ (x), C(X)], 

RI'(x)=Dl'c(x), r(x) = -HC(X),C(X)" s(x) = -[B(x),c(X)], 

Sl'(x) =DI'B(x) + !RI'(x),cj. 

(A3) 

The proof is straightforward,9 using the components of the 
curvature given by (13). Thus lUs only depends on the fields 
AI' (x), c(x), c(x), and B (x). 

(ii) If lUs = 7'*lU, from (6) we immediately deduce that lU s 

is soul-flat. 
(iii) Conversely, let lU s be soul-flat and let (</J ~,r/, W) and 

(ifJ ~, 7]), ii)) be the components of lUs with respect to the same 
system of t-trivial coordinates but for two different triviali­
zations of Ps whose transition function ¢tis given by 

¢t(x, B, e) = ea(x)ellb (x) + eb(x) + lIe(d(x) + I b(x). bIXII /2), (A4) 

and let the transition function in P (X, Gs ), t/!ij' be given by 

Let us define the I-form lU in P (X, Gs ) by 

lUk =A~ dxl' (k=i,j) 

and 7'by 

(AS) 

(A6) 

(A7) 

Then, if lU is a connection in PIX, Gs ) and 7' a homomor­
phism, the following compatibility conditions must hold: 

lU) = ad(t/!ij ')lU i + t/!iJ ' dt/!ij' 
(AS) 

Since lUs is a connection in Ps (Xs' Gs), the following compati­
bility conditions must also hold: 

lUs ) = ad(t/!r')lUsi + ¢t , dt/l:). (A9) 

Thus, if lU s is soul-flat, by (i) and (A9) we deduce that 

A~ =e-aA~eQ+e-aal'eQ, c)=e-ac'eQ+b, 

c) = e - aciea + h, (AW) 

B) = e - a B ieQ + d + [e - acieQ, b l. 
It can be straightforwardly proven that Eqs. (AW) are equi­
valent to (AS), so that lU is a connection in P (X, Gs ) and 7' is a 
homomorphism. Q.E.D. 

APPENDIXB 

In this appendix we shall prove Theorem 2 for the case 
of BRS transformations y(lU s ) = expg7](x, B, e)]. The proof 
for anti-BRS transformations follows along identical lines. 

(i) Let y(lUsl, given by (IS), be a gauge transformation, so 
that the compatibility condition 

(BI) 

holds. On the other hand, since 7]i and 7]) are components of 
the connection lUs ' they must verify the compatibility 
condition 

(B2) 
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Expanding (BI) and using (B2), we get 

b - B(d + Ub, hl) = 0, 'if B. (B3) 

From (B3) we immediately deduce b = d = 0, and thus Eq. 
(19) holds. Q.E.D. 

(ii) It is a straightforward calculation to verify that, un­
der a change of coordinates in X s ' (x, B, e )--..(x', B " e '), the 
BRS transformation e?;'1--..e?;Q,'1'iQ,'7]', where Q, and Q 2 are 
even functions of the new coordinates (x', B', e '). Only if the 
change of coordinates is B ' = B, e' = e, do we find e?;'1--..e?;'1·. 
In this way, if we want to define BRS transformations as 
gauge transformations, we need an atlas for X s ' where all the 
changes of coordinates have the form 

x;, =x~(x), B' = B, e' = e. 
But Eq. (B4) is equivalent to Eq. (20). 

(B4) 

Q.E.D. 
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matrices of the Lie algebra G), then the Lie bracket of A and B is the 
anticommutator (instead of the commutator, as usually), i.e., {A,B ) a 

= f ::cA b Be, where f:;, are the structure constants of the Lie algebra G. 
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I. INTRODUCTION 

The complexities of field theory in four dimensions 
have very often forced theorists to test models in unphysical 
spaces oflower dimension. To our knowledge, however, the 
field theoretical foundations of such models have been ob­
tained only by "projection" from the physical dimension. 
Such projections, ipso facto, cannot reveal the subtleties in­
herent to a particular dimension. Certainly omniscience, 
which is now so often demanded of a theorist, requires the 
independent development of theories in their native 
dimension. 

Because of its proximity to "reality," three-dimensional 
field theory deserves particular scrutiny. In this paper we 
shall examine the group theoretical foundations of any rela­
tivistic field theory in 2 + 1 dimensions. 1 Such a study re­
veals a theory which mimics very well the structure of its 
physical counterpart, and yet it also possesses some rather 
startling simplifications. 

For instance, we shall show that there are only two 
types of massless particles in three dimensions. This circum­
stance implies that the pathology of particles with high spin 
may be avoided, and yet it still allows one to make a distinc­
tion between tensor and spinor fields. It is even more surpris­
ing to see how three-dimensional gravity accommodates this 
situation. 

The recent work of Flato and Fronsdal implies that this 
study of three-dimensional field theory may also have direct 
physical significance. 2 These authors have demonstrated the 
equivalence between a theory of massless particles in a four­
dimensional de Sitter space and a field theory of two (and 
only two) interacting fields on the three-dimensional hyper­
surface at spatial infinity. Indeed, the two massless represen­
tations we found must correspond to these primordial fields. 

The work itself is divided into three parts. In the first we 
shall examine the underlying group of three-dimensional 
space-time. We next provide a complete classification of the 
unitary irreducible representations of this group and relate 
these VIR's to the subject of elementary particles. We then 
connect the physical VIR's with their respective field theor­
ies by means of generalized Foldy-Wouthuysen 
transformations. 

II. THE GROUP 

The three-dimensional Poincare group 1T is defined as 
the group of real transformations 

"This work is supported in part by The National Science Foundation under 
Grant No. PHY 78-215'02. 

(1) 

in a 2 + 1 pseudo-Euclidean space which leave 

Ix - Yl2 = (XO _ yO)2 _ (x' _ y')2 _ (x2 _ y2)2 (2) 

invariant. Applying two successive Poincare transforma­
tions on x, we find 

(a',A ')(a,A ) = (a' + A 'a, A 'A ), (3) 

which indicates that 1T is, in fact, a semidirect product of the 
(2 + 1 )-dimensional translation and Lorentz groups: 

1T = N(xL. (4) 

The Lorentz subgroup L is the group of transforma­
tions x_Ax leaving x 2 unchanged. Every such transforma­
tion falls into one of four disjoint sets: 

L + ' = {Ad; detA = + 1, ..100> O}, 

L _ ' = {Ad; detA = - 1, ..10°> o}, 

L+ J = {Ad; detA = + 1, Aoo<O}, 

L _ J = {Ad; detA = - 1, ..100 < O}. (5) 

We shall henceforth restrict our attention to L + ' (and 1T + ' 

= N (x L + '), remarking only that it is the largest connected 
subgroup of L (the other subsets L _ " L + J, and L _ J are 
not connected to the identity). 

We now relate L + 'to the group SL(2,R ) of real unimo­
dular 2 X 2 matrices. Consider the space j( of real Hermi­
tian matrices with basis {Ta}: 

To = (~ ~), TI = (~ ~ J T2 = (~ ~). (6) 

With each vector x in our (2 + I)-dimensional space M, we 
can associate a matrix XE.~tr by the map 

o x
2 

,) (7) 
x -x 

or vice versa 

T- 1
: .~-M:X-X' Xli = ~Tr (rTI,). (8) 

As is almost obvious, the map Tprovides a homeomorphism 
between M and .~. Further, noting that 

detx = (XO)2 = (X')2 _ (X 2)2 = x 2, (9) 

we infer that a homomorphism should exist between L + ' 

and any group of automorphisms of j( which leaves detX 
invariant. Thus, defining the action 

SL (2,R ) fl: X-X' = flX fl r (10) 

and checking 
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dew I = (deW) (det X) (deW T) = detX, (11) 

we conclude 

L+ f -SL(2,R). 

In fact, denoting the "ineffective" subgroup {I, - I} of 
SL(2,R ) by Z, one may verify 

L+ I;:::SL(2,R )IZ (12) 

and so SL(2,R ) is a double covering group of L + f. 

The translation subgroup N is an additive vector group 
and so every unitary irreducible representation (VIR) of N is 
of the form 

N a-.(a,p) = exp(ip.a). (13) 

It follows that we can characterize the equivalence classes of 
VIR's of Nby elementsp of the vector space dual to N. We 
can also extend the adjoint action of L + f to the dual space IV 
by 

(a,p) = exp(ippA liva V
) = (a,A -Ip). (14) 

Let us associate with each point ftElV a subset of IV 
OJ> = {Aft; AEL + I}, (15) 

which is appropriately called the "orbit" of ft in IV. Noting 
that the elements of L + I can neither change the value of pl 
nor the sign of Po if p2~0, we see that we have six classes of 
orbits: 

Om + = {PEN; p2=m2, Po>O}, 

Om· = {PEN; p2 = m 2
, Po<O}, 

00 + = {pEN; p2 = 0, Po> oJ, 
, - 2 

0 0 = {pEN: p = 0, Po<O}, 

Oim = {pEN; pZ = _ m2
}, 

0 0 = p = (0,0,0). (16) 

As the notation suggests (and as our intuition demands), the 
elements p correspond to momenta (as the infinitesimal gen­
erators of translations) while the orbits correspond to the 
positive energy mass shell, the negative energy mass shell, 
the forward light cone, etc. 

Ill. IRREDUCIBLE UNITARY REPRESENTATIONS 
OF 1T + f 

The quantum mechanical description of an elementary 
particle inevitably entails a linear vector space of physical 
states wherein a positive definite inner product is defined. 
Invariance of probability amplitudes requires that the sym­
metry operators of such an elementary system (of physical 
states) be represented by unitary operators. 3 Thus the states 
themselves, or the wavefunctions which prescribe them, 
should carry a unitary representation of the symmetry 
group. Further, corresponding to the physical notion of an 
elementary particle as an object indivisible, is the require­
ment that this unitary representation be also irreducible. 
Therefore, in order to determine the "particle content" of 
three-dimensional field theories, it behooves us to first con­
sider the VIR's of the three-dimensional Poincare group. 

To identify all the VIR's of 1T + I, we rely on the follow­
ing mathematical result due to Mackey.4 Every VIR of a 
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group which is of a certain class of semidirect product (to 
which 1T + f belongs) is induced by a VIR of a stability group 
associated with an orbit. The identification of the VIR's of 
1T + I then proceeds as follows: 

1. We first classify all orbits 0 in the dual space of N. 
2. From each orbit we select an element p and then 

determine the orbits associated stability group So. 
3. We identify all the VIR's of each stability group So. 

By Mackey's result, this then amounts to a complete classifi­
cation of the VIR's of 1T + f. 

4. With each p in each orbit 0 we associate an element 
fl (P)ESL(2,R ) corresponding to a Lorentz transformation 
which takesp to the stability pointp. 

5. Finally, from each VIR D [ ] of each stability group 
So we form the induced VIR of 1T + f given by 

UD a (a,A )u(p) = exp(ip.a)D [fl -I (p)flA fl (A -Ip )] 

xu(A -Ip ), (17) 

where fl A is an element ofSL(2,R ) corresponding to the ele­
mentAEL+ I andfl -1(P)flA fl (A -lp )ESL(2,R ) is tobe inter­
preted as its projection on the stability subgroup So. 

The first step of this program was carried out at the end 
of the previous section. We shall now proceed to complete 
the classification of the VIR's of 1T + I orbit by orbit.5 

6 + m 

In order to discover the associated stability subgroup, 
we choose as the stability point p = (m,O,O) and note that the 
stability subgroup must be homomorphic to the subgroup of 
SL(2,R ) for which 

flP'Tfl T =fl(~ 
This condition implies 

fll=fl- I 

(18) 

(19) 

and so the stability subgroup associated with Om + is homo­
morphic to 0(2), the group of real orthogonal 2 X 2 matrices. 
The matrices flEO(2) may be parametrized by a single vari­
able 8 

(

COS 8 
fl = 

II _ sin e 
sin 8). 
cos e (20) 

Since the group 0(2) is not simply connected (in fact, it is 
infinitely connected), we jump to its universal covering 
group R, the additive group of real numbers, in order to 
include all the multivalued representations of 0(2). 
The VIR's of R are of the form 

(21) 

and so we can label the VIR's of 1T + r associated with 0 m + by 

urn. + .J, jER. 

If we let p = ( - m,O,O), we find, in the same manner as 
above, that the stability subgroup for Om - is 0(2), and so we 
can label the VIR's associated with this orbit by 
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urn. -.j jER. 

60 + 

In this case we take p = (M,O) and then infer that 

(I 0o)nT=(ol 0) + 
fl ° J& ° ' flESoo ' . 

This implies that the matrices fl have the form 

fl = ( ~ I ; J aER. 

Let us parametrize So"' by 

(a, ± I) = ± (~ ~), aER. 

We see that 

So,o-Z®R, 

(22) 

(23) 

(24) 

(25) 

where Z is the multiplicative group consisting of two ele­
ments {I, - I} and R is again the additive group of real 
numbers. Zhasjust two VIR's (up to equivalence); one is the 
trivial representation 

DO( ± 1) = 1 

and the other is 

D I(±I)= ±1. 

(26) 

(27) 

Recalling the VIR's of R, we conclude that the VIR's of 
Z ® R are of the form 

D"'=Dz'®DR ', E=O,I, tER, (28) 

and so we can label the induced VIR's of 1T + t by 

Uo. + .•. 0 E = 0,1, t = 0, 

uo.+ .•. , E=O,I, tER-{O}. 

6
0

-

lf we let p = ( - ~ - ~,O), we find, as above, that the 
stability subgroup of 00 - is also Z ® R; hence we can label 
the VIR's associated with 0 by 

Uo.- .•. o E=O,I, t=O, 

uo. - .'.' E = 0,1, tER - {oJ. 

Here we choose p = (O,m,O) and then look for all 
flESL(2,R ) satisfying 

° )fl T = (m 0). 
-m O-m 

This implies that the flESo'm are of the form 

fl=(~ a~I)' aER-{O} 

or that 

S6,m -Z®R +, 

(29) 

(30) 

(31) 

where R + is the multiplicative group of positive real num­
bers. Noting that R + is isomorphic to R, we infer that 

So,m-Z®R (32) 

and so we can label the VIR's associated with Oim by 
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u im .•. O E=O,I, t=O 

u im .•. r E = 0,1, tER - {oJ. 

- 0 00 

This orbit consists of a single point p = (0,0,0) and its 
stability subgroup is the entire group SL(2,R ). SL(2,R ) has 
three series of VIR's conventionally labeled by: 
Diu,., aER, E=O,I; D n

, n=O,I; andDP, 0<ipi<1. 6 

We can therefore associate with 00
0 three VIR's of 1T + 1: 

UO.O. iu., aER; E = 0,1 

Uo.o.n n=O,I, 

uo.o,P ° < ipi < 1. 

In summary we have the following complete classification of 
the unitary irreducible representations of 1T + t: 

Um,+,j m>O, Po>O, jER, 

Um,-.j m>O, Po<O, jER, 

UO,+,E,O m=O, Po>O,E=O,I, t=O, 

UO, +,E,' m = 0, Po>O, E = 0,1, tER - {OJ, 

UO,-,E,I m=O, P<O, E=O,I, tER-{O}, 

Uim,E,o p2 = _ m2, E = 0,1, t = 0, 

Uim,E" p2 = _ m 2, E = 0,1, tER - {oJ, 
UO,O,(7,E P = 0, aER, E = 0,1, 

uO.O,n P = 0, n = 0,1, 

Uo.o,P P = 0, ° < ipi < 1. (33) 
Note the three classes of positive energy representa-

tions: urn. + ,j, UO. + .0.0, and UO. + .1,0. These correspond to, 

respectively, massive particles with "spin" j, massless parti­
cles with discrete "spin" (of which there are two types), and 
massless particles with continuous "spin." We shall reject 
the massless continuous spin representations as "unphysi­
cal" since we suspect that, like their four-dimensional coun­
terparts, they cannot be connected with a local field theory 
(except, perhaps, in the sense ofIverson and Mack7

). In the 
final section we shall return to this allegation. We now give 
an explicit realization of the physical VIR's. 

fJ'" +.j 

We again choosep = (m,O,O) andfl (P) to correspond to 
the Lorentz rotation in the p-p plane which takes P to p. lf 
R (e )ESL(2,R ) corresponds to a spatial rotation by an infini­
tesimal angle e, one finds that 

fl -1(p)R (e)fl(R -I(e) p) = R (e) (34) 

while if L (0) corresponds to an infinitesimal Lorentz boost in 
the 0 direction, then 

fl -1(p)L (O)fl (L -I(e )p) = R ( e Ap ), 
E+m 

(35) 

where 0 A p = e tP2 - eUJ I' Thus the infinitesimal operators 
of rotations and Lorentz boosts are given by 

R m, + ·j(e )u(P) = Dj(e )u(R -I(e)p) = (1 + ije - ep A a)u(p) 

(36) 
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L m. + 'i(9)u( p) = D (~)U(L -1(9)p) 
J E+m 

= (1 +ij(;:~) -EP.a)U(p). (37) 

1.;0. + .0.0 

From Eqs. (17) and (26) we see that the wavefunctions 
belonging to U o. f .0.0 are scalar fields (since U O• + .0.0 is in­
duced by a trivial representation of the stability subgroup). 
Therefore, the operators associated with infinitesimal rota­
tions R (8) and infinitesimal Lorentz boosts L (9) are 

R o. + .0.0(8) = (I - 8p 1\ a), (38) 

i D. + .0.0(9) = (1 - E 9-a). (39) 

LP i .'.0 

The wavefunctions of this representation are "almost" 
scalar fields in that the infinitesimal operators R o. t .1.0 (8) 
andi o. + .1.0 (9) are identical to (38) and (39). However, under 
a finite rotation R (a) one finds that 

D z [.a -ie p)R (a).o (R -I(a) p)] 

= {Dz[1] if O<,a <, 217', 

Dz { - 1] if 217' < a < 417'. 

Thus a wavefunction u( p)EU o. + .1.0 transforms as 

R o. + .1,0(a)u( p) 

=f u(R-I(a)p) 

l- u(R -I(a) p) 

if O<,a <,217', 

if21T<a<41T. 

(40) 

(41) 

We emphasize that this splitting is not interpretable as heli­
city; rather it corresponds to the double-valuedness of 
U O

• + .1.0 and so suggests that this representation describes 
massless spinor fields. 

IV. COVARIANT FIELD THEORIES 

The UIR's found in the previous section provide the 
foundation for any relativistic field theory in three dimen­
sions. However, because the individual UIR's transform in 
such diverse and complicated ways, it is very difficult to 
introduce interactions between them. Therefore, one instead 
begins with "covariant" fields, i.e., fields transforming as 

(42) 

where D is a finite-dimensional representation of the full Lo­
rentz group (as opposed to some stability subgroup). 

These covariant fields are not, in general, irreducible, 
and so their prescription must be supplemented with field 
equations (and, ifnece5sary, subsidiary conditions) which 
remove the unphysical degrees of freedom. One usually then 
verifies that the solutions of the field equations provide a 
UIR of 17', An alternate approach is to display a suitable 
"Foldy-Wouthuysen transformation" which disentangles 
the UIR's lying within a covariant field. 
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Finite-dimensional representations of L 

Let 

(1 0) (0 i) ( 0 
a o = 0 _ l' a l = i 0' a 2 = _ 1 

then we have the following "Dirac algebra": 

(a" ,a,,) + = 2gl"" 

(a",a,.)_ = - 2iE"v).[(I'a". 

Ifwe define 

then 

(M,,,.,MAI') = i(gl'pMvA - gvpM,'A 

~} 
(43) 

(44) 

(45) 

- g"AMI1t. + gdMp" ), (46) 

which is the Lie algebra ofSO(2, 1) -L+ I. By exponentiating 
this algebra we obtain another (nonunitary) representation 
of L+I: 

(47) 

The fundamental representation of SO(2, 1) is given by 
the action of S (w) on a complex spinor 

(48) 

All other finite-dimensional representations of L can be con­
structed by forming tensor products and direct sums of this 
fundamental representation. 

For example, let X be a traceless symmetric spinor­
tensor of rank 2, i.e., transforming as 

Xah-+Sa 'Sh dXed · 

We can relate these objects to 3-vectors via 

where C is the (charge conjugation) matrix defined by 

a T= -Ca C- I 
/J I' 

and for which 

CS J (w) = S - I (w) C. 

Under a Lorentz transformation 

X uh ' = Sa cSb dXcd 

= X,, Sa cs" d (al')c "Ced 

= XI' (Sa I'CS T )Ob 

= x!' (Sa I'S -IC )ah 

= XI' (A - 1 )/J v (a"}a 'Ceb , 

where A is the matrix of the adjoint representation 

A 1\. = ~ Tr(S -laI'Sa,.) = (A -I ),,1'. 

Thus equivalently 

(49) 

(50) 

(51) 

(52) 

(53) 

(54) 

(55) 

under S (w). Indeed, one may verify that the matrix is exactly 
that matrix which we would associate with a Lorentz rota­
tion about the 3-vector w. 

Scalar fields 

We define a "covariant" scalar field by its Lorentz 
transformation properties 
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¢J(p)--+¢J(A -Ip) 

and its field equation 

(p2 _ m2)¢J (p) = O. 

(56) 

(57) 

Because of their simple transformation properties we can 
readily infer that a massive scalar field belongs to um. + ,0, 

while a massless scalar field belongs to Uo.+.o.o. 

Dirac fields 

Let t/J( p) be a covariant field transforming according to 
the fundamental representation of SO(2, 1) 

t/J( p)~xpq iw·a)t/J(A -Ip) (58) 

and satisfying 

(p·a - m)t/J(p) = O. (59) 

We expect, as in the four-dimensional case, that this field is 
actually the direct sum of a positive energy and a negative 
energy UIR. Therefore, to disentangle these UIR's, we 
search for a Foldy-Wouthuysen (F-W) transformation 
which will separate the positive and negative energy 
components. 

1. Massive case 

The operator which diagonalizes the Hamiltonian 

H = aoa' p + aom (60) 

is 

u = exp( p·a ~), A. = tan - dJ~L 
I pi 2 m 

(61) 

The new Hamiltonian is then 

H' = UHU- I = (m2 + p2)lao 

= (m
2 + p2){~ ~ 1) , (62) 

and so U succeeds in separating t/J into positive and negative 
energy components: 

(63) 

(64) 

In order to further specify the nature of the "canonical" 
fields ¢J + and ¢J -, we examine the F-W transform of the 
operator associated with infinitesimal rotations 

R' = URU = exp(p·a ~)(l +! iOao - 0 pAa) 
[PI 2 

xexp( - p·a ~). (65) 
Ipi 2 

U sing this relation 

e7Ae - T = A + (T,A ) + ~ (T,(T,A )) + ... 

and the fact that 

a - - - Aa-( 
p.a) ( p.a) 

0' I pi - P 'I pi ' 
we find 

R ' = 1 + ! iOao + Op·a. 

Therefore, the canonical fields transform as 

1515 J. Math. Phys .• Vol. 23. No.8. August 1982 

(66) 

(67) 

(68) 

(69) 

Equations (64) and (69) suggest that ¢J + and ¢J - belong, re­
spectively, to U m. + ·l and U m. - • - l. Indeed, if we apply an 
inverse F-W transformation to the operator 

L = L m. +.l ~ L m. -. - l = 1 + - ~o - EaoS.a , ( 
i SA ) 
2 Em 

(70) 

we obtain 

( S,p) 
L = 1 - ! S'a a o - E s·a - ! E ' (71) \ 

which, excluding the last term, is the appropriate "covar­
iant" operator. However, this last term may be removed by 
simply redefining the canonical fields as 

cP±(p)=El¢J±(p). (72) 

Thus, as in four dimensions, the massive Dirac field is a 
direct sum of positive energy and negative energy spin-! 
UIR's. 

2. Massless case 

The operator which diagonalizes the massless Dirac 
Hamiltonian 

(73) 

is 

(
1T p.a) 

U= exp 4TP1 . (74) 

The new Hamiltonian 

H' = UHU- I = I plao (75) 

again separates the Dirac field t/J into positive and negative 
energy components 

(76) 

(77) 

To determine the transformation properties of the canonical 
fields ¢J + and ¢J -, we again examine the canonical version of 
R: 

R' =URU- I 

( 
1T p.a) ( - 1T p.a) = exp - - (1 + ! iOao + ()p A a) exp ----
4 I pi 4 I pi 

= (1 +! iOao + 0 pAa). (78) 

Therefore, under an infinitesimal rotation 

¢J ±(p)-(l ±!iO+OpAa)¢J ±(p). 

However, if we redefine the canonical fields as 

cP ±(p) = (PI +P2)l¢J ±(p) 

we have under R 

cP ± (p)-cP ±(R -I p) 

while under finite rotations R (a) 

cP ±(P)_{ cP ±(R -~P) i~0<a<21T, , 
-cP ±(R Ip) If21T<a<1T 

(79) 

(80) 

(81) 

(82) 

due to the doublevaluedness of the function (PI + ipi12.8 
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Further, one may verify that 

L' = L 0,+,1,0 ffiL 0,-,1,0 = (1 + aoES-o) (83) 

leads to the appropriate covariant operator 

L (S) = (I - ! S-uao - ES-o). (84) 

Thus, we can conclude that (/> +EUO,+,I,!) and (/> -EUo,-,I,O, 

confirming our suspicion that these double-valued represen­
tations would be connected with massless spinor fields. 

Vector fields 

As a final example of a covariant field theory in three 
dimensions, we now examine covariant vector fields, i.e., 
fields transforming as 

(85) 

1. Massive case 

We begin with a covariant vector field A "( p) satisfying 

(p2_ m2)A"(p)=0, (86) 

(87) 

Following the example of the Dirac field, we look for a trans­
formation which will permit an easy separation of the scalar 
part [which is anulled by the subsidiary condition (87)] from 
the vector field. Therefore, we take our F-W transformation 
to be a Lorentz transformation A - I (p) which takes the mo­
mentum p to its rest frame (m,O,O). We can then define the 
canonical vector field as 

B,,(p) =A -1/(p)A,,(p). 

We see that the subsidiary condition implies 

Bo(p) = O. 

Apparently, the canonical field transforms as 

B(p)---->A -1(p)L,1A (p)B(p) 

=A -1(p)AA (A -lp)B(A -Ip) 

or infinitesimally [see Eqs. (34) and (35)] 

R '(0 )Bo = L '(S)Bo = Bo = 0, 

R (0 )Bi(P) = (oij + tijO + oijOp/\a)Bj(p), 

L(S)Bi(P)=(Oij+tij ::~ -OljEo.a)Bj(p). 

Thus we may take 

BI(p) = Re[(/> (p)], 

B2(p) = Im[(/> (p)], 

where (/> (p)EU m, + ,I. 

2. Massless case 

Let A "( p) be a covariant vector field satisfying 

(88) 

(89) 

(90) 

(91) 

(92) 

(93) 

(94) 

p2A "(p) - p"p"A P(p) = 0. (95) 

Vnlike the previous examples, the unphysical degrees of 
freedom for this field reside in the gauge freedom of the the­
ory. Therefore, instead oflooking for an F-W transforma­
tion which separates the constituent VIR's, we endeavor to 
remove the gauge ambiguity from the field. 

If we choose a gauge where the Lorentz condition 
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p"A "(p) = ° (96) 

is satisfied, we find that A "( p) must have the form 

A"(p)=p"S(P)+Plll(P) (97) 

since p 1 = (0,P2' - PI) is the only 3-vector "perpendicular" 
to p besidesp itself. The first termp"s (p) is obviously a resid­
ual gauge freedom, and so we conclude that the physical part 
of A "( p) has but one degree of freedom. 

Let us then define <p (p) by 

PI'<P (p) = tl'v"pvA "(p). (98) 

Apparently, <p is oblivious to any gauge transformation on 
A ". Further, this definition implies both 

and 

p"p/,<p (p) = p"t/v"pvA "(p) = ° (99) 

p"P"A "(p) = p"ppA I'(p) = e"o"tl'vpPop'A P(p) 

= eW"pppu<P (p) 

=0. (100) 

Thus, in three dimensions we can replace the theory of a 
massless vector field with that ofa scalar field <pEUo.+.o.o. 

V. CONCLUSIONS 

We have classified all the unitary irreducible represen­
tations of the three-dimensional Poincare group. Although 
the wavefunctions of these representations have only one 
component, they are distinguishable by the phase factors 
which effect Lorentz transformations (and we have referred 
to this phenomena as three-dimensional "spin"). Because the 
manifold (in the literary sense) transformation formulae of 
these VIR's would pose a problem in constructing theories 
of interacting particles, we have displayed the connection 
between the physical VIR's and (the more wieldy) covariant 
field theories in three dimensions. 

One might argue that we were too cavalier in choosing 
the physical VIR's and, in particular, in ruling out the case 
of massless particles with continuous spin. However, upon 
further investigation, this one would find that in any finite­
dimensional representation of SO(2, I) the generator of the 
(continuous part of the) stability group of massless particles 
is nilpotent. Since nilpotent operators possess only eigenvec­
tors with eigenvalue 0, he should conclude that only the sca­
lar and "almost" scalar VIR's can appear in covariant field 
theories. 

Massive particles in three dimensions were also seen to 
possess a continuous spectra of "spin." Even so, only VIR's 
with half-integral spin appeared in our examples of massive 
covariant field theories. In fact, since the finite dimensional 
representations of L, being construct able from the funda­
mental (spinor) representation of SO(2, I), are at most dou­
ble-valued, we may conclude that only the integral and half­
integral VIR's are relevant to covariant field theories. 

We have seen that although a massive vector field is spin 
I, the massless vector field in three dimensions is spin 0. In 
four dimensions an analogous situation is exhibited by anti­
symmetric 2-tensor fields. 9 In fact, in the light of a recent 
paper by Aurilia and Takahashi, 10 which treats antisymme­
tric tensor fields as generalizations of Abelian gauge fields, 
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this analogy does not seem so coincidental and leads us to 
further speculate that a massless antisymmetric 2-tensor 
field in three dimensions is non propagating. 

It can be shown that the two physical massless repre­
sentations are the only UIR's which have extensions to the 
conformal group. In de Sitter space this trait can be taken as 
a definition of "massless-ness" since it provides a criterion 
which can be applied consistently through the flat space lim­
it (when the background space is curved, "mass" is not so 
well defined). This then implies that these two representa­
tions can be identified with the "Di" and "Rac" fields of 
Flato and Fronsdal. 

There is a school of thought which maintains that the 
differences between electromagnetism and gravity are due to 
the different spins of their quanta. II But in three dimensions 
there is really only one spin available (we exclude the massive 
and double-valued representations), and so it seems impossi­
ble to accommodate this viewpoint. However, upon further 
investigation one finds that in three dimensions the free field 
equation R ,"v = 0 implies that spacetime is flat. 12 With the 
geometry so fixed, there are no physical degrees of freedom 
left for the metric field; therefore, it cannot propagate, and 
thus the inconsistency is eliminated. 

Note added in proof The existence and utility of parity 
and time reversal in three-dimensional gauge theories were 
recently demonstrated by Jackiw and Templeton. 13 
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The invariance of the nonlinear Schrodinger equation under the Galilei group is analyzed from 
the point of view of the inverse scattering transform. It is shown that this group induces an 
infinite-dimensional nonlinear canonical realization which is locally equivalent to a direct 
product of the two well-known Galilean actions describing classical particles and the free 
Schrodinger equation. 

PACS numbers: 11.30.Na 

I. INTRODUCTION 

Lie group-theoretical methods are an essential tool for 
analyzing and interpreting the mathematical models of clas­
sical and quantum mechanics. In this paper we use them in 
order to understand the meaning of the nonlinear Schro­
dinger equation 

it/J, = __ I-t/Jxx -glt/J1 2t/J, f.l>0, g>O, (1.1) 
2f.l 

considered as a Galilean-invariant dynamical system. The 
quantization of this wave equation leads to an exactly solu­
ble, completely finite, nonrelativistic field theory I : nonrelati­
vistic bosons of mass f.l interacting in pairs via an attractive 
o-function potential, in one space dimension. But we are here 
interested in (1.1) as a nonlinear partial differential equation 
describing a nonrelativistic classical field. Our starting point 
is the invariance of (1.1) under the transformations 

t/J(t,x)-t/J'(t ',x') = exp[i( - ! f.lV2t' + f.lVX' + C)]t/J(t,x) , 
(1.2) 

where 

t ' = t + b, x' = x + vt + a (1.3) 

are the Galilean transformations in two-dimensional space­
time. As a consequence, (1.2) determines a realization of the 
extended Galilei group G whose elements are of the form 

g = (O,b,a,v) = exp( - OM)exp( - bH)exp(aP)exp(vK) , 

O,b,a,vER, (1.4) 

with the composition law 

glg2 = (01 + O2 + ~v~ b2 + vl a2,b l + b2,a l + a2 

(1.5) 

Moreover, there is a symplectic structure which permits us 
to formulate (1.1) as a Hamiltonian system such that (1.2) 
defines a canonical realization of G. 

The fundamental ingredient of our analysis is the use of 
the inverse scattering transform technique. As is well­
known, after the discovery of this method of resolution for 
the Korteweg--de Vries equation,2 the nonlinear Schrodinger 
equation (1.1) was the second physically interesting nonlin­
ear model solved by means of an inverse scattering trans­
form. 3 In this way, we have at hand a simple complete pic­
ture of (1.1) in terms of the scattering data variables 

associated with the Zakharov-Shabat spectral problem. We 
find that these variables have simple transformation laws 
under the Galilei group. It allows us to perform a complete 
characterization of(1.1) in terms of well-known Galilean­
invariant systems. Our main results are the following: 

(1) The structure of the set of scattering data variables 
consisting of a discrete and a continuous part leads us to 
identify locally the phase space of (1.1) with an infinite-di­
mensional Euclidean space of the form R4N XL 2(R). This 
local decomposition of the phase space reduces both the evo­
lution law and the Galilei action to a direct product of two 
components acting on R4N and L 2(R). 

(2) The nonlinear Schrodinger equation can be de­
scribed as the composition of two independent dynamical 
systems. One of them has a finite-dimensional phase space 
and represents a system of free classical particles. The other 
one is characterized by a field function ¢ = ¢ (x) evolving 
according to the free Schrodinger equation 

i¢, = - (1!2f.l)¢xx . (1.6) 

It is proved that t/J(x) = ¢ (x) in the linear limit of the inverse 
scattering transform. 

(3) Under the constraint ¢ = 0, (1.1) reduces to a system 
of free classical particles. The dynamical state of such a sys­
tem may be specified in two equivalent ways either as a point 
on R4N or as a field function t/J(x). It follows that the corre­
sponding solutions t/J(t,x) of (1.1) are the pure N-soliton solu­
tions. In particular, we obtain that a free particle is described 
by a plane wave modulated by a pulse of permanent shape 
whose center moves with the free particle trajectory. 

(4) We analyze the action of a uniform constant field 
over (1.1) by considering the modified equation 

V(x)- -fox, 

(1.7) 

where the interaction term is introduced following the quan­
tum-mechanical procedure. It is found that the classical par­
ticles of the model react to the external field as if all of them 
should have a mass equal to f.l. In addition, the field ¢ (x) 
evolves now according to the linear Schrodinger equation 

i¢, = - (1!2f.l)¢xx + V(x)¢ . (1.8) 
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II. THE ACTION OF THE GAll LEI GROUP 

Let us denote by V the space of initial data for (1.1). We 
shall assume that the elements of V are rapidly decaying 
smooth functions ¢ = ¢(x). We can think of (Ll) as an infi­
nite-dimensional Hamiltonian system by introducing on the 
set offunctionals of the form F = F[¢,¢*] the Poisson 
bracket operation 

F F }-if'" (~ t>F2 - t>FI ~)dX 
{ I' 2 - _ 00 t>¢*(x) t>¢(x) t>¢(x) t>¢*(x) . 

It allows us to write (1.1) in the Hamiltonian form 

at ¢(x) = {¢(x),H) , at ¢*(x) = {¢*(x),H} , 

where 

(2.1) 

(2.2) 

(2.3) 

In this way the evolution law U (t ):¢(O)-¢(t ) associated with 
the nonlinear Schrodinger equation is a one-parameter 
group of canonical transformations over V. 

Let us now consider the action of the extended Galilei 
group G. From the active point of view the action (1.2) 
becomes 

(R (g)¢)(t,x) = exp[i[ - i/W2t + /lVX + C(g)]} 

X ¢(t - b,x - v(t - b) - a) , (2.4) 

where C (g), chosen so that R (g Igz) = R (g dR (g2)' is given by 

C (g) = ,u(!bv2 
- av + 8) . 

From (2.4) we have that the initial data transform under Gin 
the form 

(R (g)¢)(x) = exp {i[,uvx + C (g)] } (U ( - b )¢)(x + vb - a) , 
(2.5) 

and it determines a realization of G as a group of transforma­
tions over V. The presence of the evolution map U( - b) in 
the definition (2.5) implies that R is a nonlinear realization of 
G. 

From the physical point of view, if we think of(Ll) as a 
Galilean invariant system, the action of the Galilei group 
over physical states must reproduce the Galilei group law. 
However, the restriction of R to the Galilei group 
G = {g = (O,b,a,v)EG ) is not a true realization of G, but a 
realization of G up to a constant phase factor. This means 
that two elements of V differing only in a constant phase 
factor must correspond to the same physical state. In addi­
tion, only those functionals F [¢,¢*] which are invariant un­
der the transformation ¢' = eia ¢ may represent physical 
observables. 

The realization R of G is of a canonical character with 
respect to the symplectic structure (2.1). Indeed, the vector 
fields representing the Lie algebra generators of G are Ha­
miltonian fields of the form 

1519 

X(M)¢(x) = {¢(x),Ml, M=,u J:", 1¢1 2dx, (2.6a) 

X (iI )¢(x) = {¢(x),H 1 , 
(2.6b) 
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X(P)¢(x) = {¢(x),P) , P= f:", ¢*(-i¢x), (2.6c) 

X(K)¢(x) = {¢(x),K) , K= -,u f:", ¢*x¢dx, 

(2.6d) 
where ¢(x) denotes either ¢(x) or ¢*(x), and the vector field 
X (A ) corresponding to a given generator of G is defined by 

X(A )¢(x) = ~I [R(exp(aA ))¢] -(x). 
da a=O 

(2.7) 

Thus, we have a representation of the Lie algebra of Gin 
terms of functionals depending on ¢ and ¢*. One may easily 
show the following Poisson bracket relations: 

{M,H} = {M,P} = {M,K} = {H,P} =0, 
(2.8) 

{H,K} =P, {P,K} =M, 

which reproduce the Lie algebra structure of G. As a conse­
quence, the transformation properties of these functionals 
under the passive action (1.2) of G are 

M I = M, H' = H + iMV2 + !Pv , 
P' = P + Mv, K I = K - Mvt - Ma . 

(2.9a) 

(2.9b) 

Clearly, M, H, and P transform like observables describing, 
respectively, the mass, the energy, and the momentum. On 
the other hand, Q = - K / M transforms like a position ob­
servable. We note also that a functional F is invariant under 
the transformation ¢' = eia ¢ if and only if {F,M } = O. That 
is to say, only those functionals which are in involution with 
M may represent observables of (1.1). 

III. THE INVERSE SCATTERING TRANSFORM OF THE 
GALILEAN ACTION 

A. Canonical variables aSSOCiated with spectral data 

Now we are going to describe a convenient coordinate 
system for our infinite-dimensional phase space V. First, we 
note that upon performing the transformation 

U(I,x) = (g/2)I/Z¢(t,(2,u) - 1I2X) , (3.1) 

Eq. (Ll) becomes 

(3.2) 

which is the standard form of the nonlinear Schrodinger 
equation as it appears in the literature about the inverse scat­
tering method. 

Given f/;EVwe consider the Zakharov-Shabat spectral 
problem3 

(ia3aX + ( _Ou* ~) - k )q; = 0 , 

(3.3) 

Let q; _(k,x) be the Jost solution of (3.3) with the properties 

(
e - ikX) (a(k)e - ikX) 

+- q;_(k,x) -k . 
o x·~ - 00 x~ + '" b (k le' x 

(3.4) 

The function a(k ) is analytic in the upper half-plane Imk > 0 
anda(k )_1 ask-oo. The zeros k t (f = 1, ... ,N)ofa(k )corre-
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spond to the eigenvalues of (3.1). Each of these zeros k[ de­
termines a complex number c[ such that 

lP_(k[,x) ---+ ( ~kIX)' (3.5) 
x ___ + 00 c,e 

Moreover, the following relation holds: 

la(kW + Ib(kW = 1, kER. (3.6) 

If we assume that the zeros of a(k ) are simple and that 
no zero lies on the real axis, then the inverse scattering the­
ory of(3.W.4 shows that the potential u(x) can be uniquely 
recovered from the following set of scattering data: 

(k[,c[,la(k )I,arg[b (k)]), 1= 1, ... ,N, kER. (3.7) 

In this way, we may characterize every ¢'EVin terms of the 
scattering data of the spectral problem (3.3). The Poisson 
bracket relations of the scattering data, considered as func­
tionals depending on ¢ and ¢*, tum out to be very simple.5

.
6 

For our purposes we will find convenient to introduce the 
following set of scattering data variables: 

q[ = (2.u)- 1/2 In lc[I!2Im! kd ' 

p[ = - 16g- 1 Re!kdIm!kd ' 

7[ =.u-I(argc[ + Inlc[I·Re!k[J/Im!k[j) , 

m[ = 4g-I(2.u)I/2 Im!k[ J ' 

q(k) = arg[b (- ck)] , 
p(k) = - (17g.u)-lln la( - ck)1 ' 

(3.8a) 

(3.8b) 

(3.8c) 

where I = 1, ... ,N, kER, and the constant c appearing in the 
expressions for q(k ) and p(k ) is given by 

c [2(2.u)1/2]-I. (3.9) 

As is shown in Appendix A, these variables are such that 
(ql,PI)' (71,mtl, and (q(k ),p(k)) are pairs of canonically conju­
gate variables. That is to say, the Poisson bracket relations 
between two of these variables are all zero except for the 
following ones: 

! q"p!- J = h,m" J = 0/1" ! q(k ),p(k 'll = o(k - k ') . 
(3.10) 

B. Galilean generators in terms of scattering data 
variables 

The canonical variables we have just introduced are 
very appropriate for analyzing the Galilean action on the 
nonlinear Schri::idinger equation (1.1). Indeed, we are going 
to show that the functionals defined in (2.6) which generate 
the canonical realization of G may be expressed in terms of 
these variables in the following form: 

(3.11a) 

( Pi g2 ) foo k 2 H=L ---2m~ + -p(k)dk, 
[ 2m[ 24.u - 00 2.u 

(3.11b) 

(3.11c) 
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(3.11d) 

The expressions for M, H, and P are a consequence of the so­
called trace relations3.5•

6 associated with the Zakharov-Sha­
bat spectral problem. This is based on the fact that the func­
tion In[a(k)] has an asymptotic expansion for large Ik I: 

00 

In[a(k)] = L Cnk -n, (3.12) 
n=1 

where the coefficients are given by 

Cn = _.-l L (k 7 - k rn) + ~ foo k n - I Inla(k)1 dk. 
1T [ 1Tl - 00 

(3.13) 

On the other hand, these coefficients can be expressed as 
locai functionals depending on the functions u and u* arising 
in the Zakharov-Shabat spectral problem (3.3). It turns out 
that M, H, and P, are proportional to the first three coeffi­
cients of(3.12). Indeed, as was shown by Zakharov and Sha­
bat,3 we have 

C1 = - (i/2) f: 00 lul
2 
dx, (3.14a) 

C2 = (i/4) f: 00 u*( - iu x ) dx, (3.14b) 

C3 = - (i/8) f: 00 (lux 12 - lul
4

) dx. (3.14c) 

From (3.13), (3.14), and after some elementary operations, it 
is straightforward to get the expressions (3.11a), (3.11b), and 
(3.11c). 

The proof of (3.11d) follows from a different procedure 
and it requires the evaluation of the Poisson brackets 
between K and the canonical variables (3.8). In order to do 
that, we will find the action of pure Galilean transformations 
on the scattering data of(3.3). Given ¢EV, let us denote 

¢'(X)- [R(exp(vK ))¢] (x) = exp(i.uvx)¢(x) (3.15) 

and 

u l (x)_(gI2)lf2¢'((2.u)-1f2X) = exp[i(.u/2)1/2vx]u(x). 
(3.16) 

Now, let lP'- (k,x) be the Jost solution of(3.3) corresponding 
to the potential u'(x). Then, one may easily show that the 
function 

(3.17) 

is the Jost solution lP_(k + !(2.u)lf2V,X) of(3.3) correspond­
ing to the initial potential u(x). That is to say, under pure 
Galilean transformations, Jost solutions of(3.1) transform as 

lP_(k,x)---+lj/'_ (k,x) 

= exp[i!(2.u)1/2vxa3 ]lP_(k + !(2.u)1/2V,X). (3.18) 

This implies that 

a'(k) = a(k + !(2.u)1/2V) , b '(k) = b (k + !(2.u)1/2V) , 
(3.19a) 

k; = k, - !(2.u)1/2V, c; = c, . (3.19b) 

In this way, we deduce at once that the variables (3.8) trans­
form as follows: 
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q; = q[, p; = p[ + m[v, 1"; = 1"[ - q[v, m; = m[ , 
(3.20a) 

q'(k) = q(k - ,uv), p'(k) = p(k - ,uv) . (3.20b) 

At this point we use the fact that R(exp(vK)) is a one-param­
eter group of canonical transformations generated by K. 
Hence, for every functional F we have 

!!...I F' = !F,K J . 
dv U~O 

Therefore, by making use of (3.20) and due to the canonical 
character of the variables (3.8), we obtain that the functional 
K verifies 

aK aK 
-=0, -= -m[, 
ap[ aq[ 

(3.2Ia) 

aK aK 
-q[, -=0, 

ami a1"[ 
(3.2Ib) 

8K aq(k) 8K ap(k) 
t5p(k) = -,uiik' 8q(k) =,uiik' 

(3.2Ic) 

Obviously, these relations lead to the expression (3.lld) for 
K. 

C. A new field associated with the continuous 
scattering data variables 

The continuous part of the system of variables (3.8) is 
given by two real functions q(k ) and p(k ) which satisfy 

p(k »0, q(k )ER (mod21T). (3.22) 

Moreover, due to the form (2.6a) of M and (3.lla) we have 
thatp = p(k ) belongs toL I(R). Therefore, we can describe the 
continuous scattering data variables by means of a square 
integrable complex function defined as 

~ (k )= - p(k )1 12exp [ - iq(k)] , (3.23) 

or, equivalently, by the inverse Fourier transform of ~ given 
by 

(3.24) 

It is elementary to realize that the field tP (x), considered as a 
functional depending on the initial field functions t/J and t/J*, 
verifies the Poisson bracket relations 

! tP *(x),tP (y) J = i8(x - y) , 

! tP (x),</J (y)j = ! tP *(x),tP *( y) J = 0 . (3.25) 

Let us now suppose that t/JE V becomes infinitesimally 
small; in that case we are in the linear limit4 of the inverse 
scattering transform, and, therefore, there are no bound 
states of the spectral problem (3.3). In addition, the potential 
u(x) of(3.3) is in the first approximation given by4.7 

u(x) = ( - 21T)-1 J~ 00 b *( - k 12)eikxdk . (3.26) 

On the other hand, since to first order a(k ) = 1 + 8a(k ) and 
b (k ) = 8b (k ), we have also in the first approximation that 

Inla(k)1 = ~ln(1 - Ib (k W) = - ~Ib (k W. (3.27) 

From (3.8c), (3.23), and (3.27), it follows at once that 
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b *( - k 12) = - (21Tg,u)1/2~( 2,u)1/2k). (3.28) 

Inserting this result into (3.26), we get 

u(x) = (gI2)1/2</J((2,u)-1/2x). (3.29) 

That is to say, when t/J becomes small then in the first approx­
imation t/J(x) = tP (x). 

D. Analysis of the Galilean action 

We are now ready to analyze the dynamical meaning of 
the nonlinear Schrodinger equation ( 1.1) as seen in terms of 
the variables we have just introduced. In this sense it is con­
venient to think of our phase space Vas being as infinite­
dimensional manifold and to regard the inverse scattering 
transform as defining a chart on V. Suppose we take a given 
element t/Jo of V, then in a sufficiently small neighborhood n 
of t/Jo the number N of eigenvalues corresponding to the spec­
tral problem (3.3) is the same for all t/J E n, and hence we can 
consider the map 

n--+R4N XL 2(R) , t/J = t/J(x)--+((q/,p/,1"/,m/), tP = tP (x)), 
(3.30) 

where tP = tP (x) is the field defined in (3.24) which character­
izes the continuous scattering data variables. The map (3.30) 
identifies V locally with the infinite-dimensional Euclidean 
space R4N XL 2(R). That is to say, (3.30) defines a local coor­
dinate system on V. From (3.11), (3.23), and (3.24), we can 
immediately write down the expressions of the generators of 
the Galilean action in terms of this coordinate system. They 
are 

(3.31a) 

H = I( py - g2 2 mi) + foo _1_ ItPx 12 dx , 
/ 2m/ 24,u - 00 2,u 

(3.3Ib) 

p= .fp/ + J~ 00 tP *( - i</Jx) dx, (3.31c) 

K = - .f m/q/ -,u J~ 00 </J *x</J dx . (3.3Id) 

We note that the symplectic structure (2.1) has a simple form 
when expressed in the coordinate system (3.30). It is given by 

From (3.31) and (3.32) it follows that in the coordinate 
system (3.30) the group action R is a direct product 

R=(R1® .. ·®RN)®R(OJ, (3.33) 

where the components RI(1 = 1, ... ,N) act on R4 and R (0) on 
L 2(R). Each component R[ describes a Galilean system 
whose states are specified by four coordinates (q/,p[,1"/,mIl 
which evolve in time according to the equations 

(3.34a) 
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T{ = - (~t + 8~2 mf), m{ = O. (3. 34b) 

Under the passive action (1.2) of G, these variables transform 
as 

q/(t ') = q{(t) + ut + a, pitt ') = Pitt ') + m{u, (3.35a) 

T/(t ') = T{(t) - uq{(t) - !u2t - (), milt ') = milt ) . 
(3.35b) 

This implies that R { represents a free classical particle which 
has position and momentum observables with the correct 
Galilean transformation properties. Nevertheless, it is not 
an elementary Galilean particleS because the mass m ( is not a 
parameter but an additional variable in the phase space. The 
variable T{ canonically conjugate to m{ does not represent 
any Galilean observable because it is not in involution with 
the total mass observable M. We notice that both the evolu­
tion law and the Galilean transformation law of(q{,p{,m{) 
are independent of T{. That is to say, the presence of T{ in the 
space of states does not perturb the physical interpretation of 
the remaining variables. 

In what concerns the continuous component R (0), we 
see that the expression (3.31b) for the Hamiltonian Hand 
(3.32) imply that R (0) describes a Galilean field ¢ = ¢ (x) 
evolving according to the free Schrodinger equation 

i¢, = - (1I2Ji)¢xx . (3.36) 

The form (3.31) for the generators of G implies also that ¢ 
transforms under the passive action of G in the following 
way: 

¢ '(t ',x') = exp[i[ - !JiU2t' + JiUX' + C(g)] J¢ (t,x), 
(3.37) 

which is the same transformation law as the one satisfied by 
the field 7f; [see (1.2)]. 

E. Wave description of the particles arising in the model 

An important consequence of the above analysis is the 
existence inside the phase space V of finite-dimensional in­
variant submanifolds describing systems of free classical 
particles. Indeed, for every integer N> 0 we define V N as the 
set of elements t/JE V such that the number of bound states of 
the corresponding spectral problem (3.3) is exactly equal to 
N, and such that the function ¢ = ¢ (x) vanishes. From (3.30) 
we have obviously that locally VN~R4N. In this way, the 
elements of V N may be specified in two equivalent ways, 
either by a field function 7f; = 7f;(x) orby a point ((q{,p{,T{,m{); 
1= 1 , ... ,N J of R4N. We observe that in terms of scattering 
data the condition ¢ = 0 reads 

b(k)=O. (3.38) 

This means3 that the submanifold V N is the phase space for 
the pure N-soliton solutions of the nonlinear Schrodinger 
equation. Therefore, our analysis provides a precise math­
ematical meaning to the similarity between solitons and 
particles.9 

It is interesting to consider the one-soliton manifold VI 
which according to our analysis describes a free classical 
particle. Suppose an element t/JE VI' which in the coordinate 
system (3.30) is represented by a point (q,p,T,m). By means of 
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the inverse scattering transform (see Appendix B) we can 
reconstruct 7f; from (q,p,T,m). The result is 

7f;(x) = - !(gIJi)lf2m exp[i(Jilm)(px - mT - qp)] 

Xsech[!mg(x - q)] . (3.39) 

This wave evolves according to 

7f;(t,x) = - !(gIJi)1I2m 

Xexp[i(Jilm)[px - (p2/2m - (g2/8Ji2)m 3)t] J 

xsech(!mg[x - q(t)Jl . (3.40) 

This is a plane wave modulated by a pulse of permanent 
shape whose center moves exactly with the free particle tra­
jectory q(t) = q(O) + tplm. Observe that the wavenumber k 
and the frequency Q) of the plane wave factor are related to 
the particle variables in the form 

k = (Jilm)p, Q) = (Jilm)[p2/2m - (g2/8Ji2)m 3
] • 

(3.41) 

Incidentally, it is worth noting that (3.40) provides us with a 
wave description of the classical free particle which reminds 
us of the ideas suggested by the de Broglie theory of the 
double solution. 10 

IV. INTERACTION WITH A UNIFORM CONSTANT FIELD 

Suppose that the action of a uniform constant field on 
the system described by the nonlinear Schrodinger equation 
is represented by the equation 11,12 

i7f;, = - (1I2Ji)7f;xx - gl7f;127f; + V(x)7f;, V(x)= - fax . 
(4.1) 

It is also a Hamiltonian system with respect to the simplectic 
form (2.1). The corresponding Hamiltonian is 

H'=H+ 5:00 7f;*V(x)7f;dx=H+(fo!Ji)K, (4.2) 

where H is the Hamiltonian (2.3) for the nonlinear Schro­
dinger equation and K is the functional (2.6d) representing 
the generator of pure Galilean transformations. By using the 
expressions (3.31b) and (3.31d) for H andK, respectively, we 
immediately obtain the form of H' in terms of the coordinate 
system (3.30), 

H' = L(~ - i 2 m~ - fa m{q{) 
{ 2m{ 24Ji Ji 

+ foo (_1 I¢x 12 - fox¢ *¢) dx. 
- 00 2Ji 

Clearly, the equations of motion are now given by 

q{ = p{lm{, p{ = (fo!Ji)m{ , 

. (p; i 2 fa) . 0 T{ = - --+-2m{ +-q{ , m{ = , 
2m; 8Ji Ji 

i¢, = - _1_¢xx + V(x)¢, V(x)= - fax. 
2Ji 

(4.3) 

(4.4a) 

(4.4b) 

(4.4c) 

Curiously, the field ¢ obeys the linear Schrodinger equation 
with potential V(x). On the other hand, we observe that, ac­
cording to (4.4a), the acceleration of the particles is 

(4.5) 
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If the force/o is used to determine the inertial mass of 
these particles as the quotient between force and accelera­
tion, we must conclude that all of these particles have a mass 
equal to p. 
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APPENDIX A 

In order to prove that the variables (3.8) form a canoni­
cal system we relate them to the variables used by Faddeev,6 
which are given by 

'1J1 = - Inlcll, 51 = 4Re{ kll , 

/31 = argcI' al = 4lm{kl J , 

Q(k)=argb(k), P(k)= -~lnla(k)l. 
1r 

(Ala) 

(Alb) 

(Ale) 

The relationship between both systems of variables is 

ql = - 2(2p)-1/2'1JI/al' PI = - g-151al , (A2a) 

'TI = p-I( /31 - 11I51/ail, ml = (2,u)1/2g-lal' (A2b) 

q(k) = Q( - ck), p(k) = (2pg)-IP( - ck). (A2c) 

Faddeev proves that ('1JI,5/)' (/3I,ail, and (Q(k ),P(k )), are 
pairs of canonically conjugate variables with respect to the 
symplectic structure 

{FI,F2J' = if"" (~ oF2 _ oFI OF2) dx, 
- "" ou*(x) ou(x) ou(x) ou*(x) 

(A3) 

where u = u(x) is the potential ofthe Zakharov-Shabat spec­
tral problem (3.3). But, due to the relation 

u(x) = (g/2)1/2¢((2p)-I12X) , (A4) 

we deduce easily that our Poisson bracket (2.1) is related to 
that of Faddeev in the form 

{FI,F2J = (2p)I/2(g/2){FI,F2J' . (AS) 

From (A2) and (AS) and since the Faddeev variables are ca­
nonical with respect to ( , J', it follows at once that our 
variables (3.8) form a canonical system with respect to the 
symplectic structure (2.1). 

APPENDIX B 

In this appendix we want to indicate how (3.39) derives 
from the application of the inverse scattering transform. Let 
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us consider the Zakharov-Shabat spectral problem (3.3) and 
supposewehaveapotentialu = u(x) such thatb (k) = 0, then 
the explicit form of u = u(x) can be obtained from its scatter­
ing data variables by solving a finite systems of linear alge­
braic equations.3 The simplest situation occurs when there is 
only one eigenvalue k I' In this case the scattering data re­
duce to the pair of complex numbers (kl,c l ) and u(x) is given 
by3 

u(x) = - 2iA. *(x)O T(x) , 

where 

(BI) 

A. (x)= -;- e,k,x, a; =-- = (2i Im{ kd )-1, (
c )1/2 . aa(k) I 
al ak k=k, 

(B2) 

and 02(X) is determined by means of the following system 

o + IA. 12 0* _ 0 0* + IA. 12 = A. * . 
I 2i 1m { k d 2 -, 2 2i 1m ( k d 

(B3) 

It is then easy to find that 

u(x) = - 2Im{kd·exp[ - i(2Re{kd'x + argcd] 

.sech[2Im{kdx -lnlcll] . (B4) 

Starting with this formula we get immediately 
¢'(x) = (2/g)I/2U((2tt)-1/2X) in terms of the variables (q,p,'T,m) 
related to (kl,c l ) through (3.8a) and (3.8b). 
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The Taylor theory of toroidal plasma relaxation is considered as a nonlinear eigenvalue problem. 
The analysis is rigorous and applies to quite general toroidal cross sections. Emphasis is placed on 
the symmetric state case, where the existence offield reversal and flux free states is demonstrated. 
Certain anomalies are revealed by the mathematical treatment and their significance is studied. 
Existence of a solution to the Taylor problem in the symmetric state is proved and the location of 
the eigenvalue of this solution state relative to other states is examined. The question of the 
existence of helical states is not resolved, but it is shown that in many respects any helical states 
behave like the anomalous cases in the symmetric problem and hence do not significantly affect 
the theory. 

PACS numbers: 52.55.Gb, 02.30. + g 

I. INTRODUCTION 

The theory of Taylor 1
•
2 has given valuable insight in 

describing experimentally observed phenomena in plasma 
relaxation in a z-pinch. For the most part investigations of 
this theory have been confined to a model which replaces the 
actual toroidal geometry by a more tractable approximating 
cylindrical geometry, although recent work of Reiman3 does 
consider certain aspects of the theory for a torus of arbitrary 
cross section. It is our purpose to investigate a variety of 
questions associated with Taylor's theory from as rigorous a 
viewpoint as possible. In so doing we examine only the toroi­
dal case and avoid any discussion of the cylindrical approxi­
mation. This is done, at least in part, because arguments 
based on the cylinder predict states which have never been 
observed experimentally. It, therefore, seems desirable to ob­
tain as much information as possible about the Taylor theory 
in the realistic geometry. We do not succeed in proving or 
disproving the existence for the torus of the so-called "heli­
cal" states found in the cylinder. However, we are able to 
demonstrate a number of properties of the "symmetric" 
states which are unexpected. We also discuss the overall ef­
fect that any helical states might have on our results. 

In the next section we pose the problem in complete 
generality and then discuss both those portions which will 
come under detailed investigation and those which remain 
items for speculation. Our reasons for emphasizing the sym­
metric states are outlined. In Sec. III we transform the prob­
lem from the customary partial differential equation form to 
an integral equation for one component vf the B field. The 
properties of the solution to this equation and their physical 
meanings are discussed in the following two sections, and 
important expressions for flux and magnetic energy are der­
ived using just this component. It is observed that the prob­
lem posed in Sec. II can be considered as the "intersection" 
of two somewhat easier problems. Each of these is then stu­
died in detail, primarily in Sec. VI. A result of Reiman3 is 
established in Sec. VII for symmetric states, and the exis­
tence of at least one such state which solves the Taylor Prob­
lem is established in the following section. Several rather 
surprising possibilities are revealed. 

Section IX takes up the helical case and is primarily 
speculative. We do discuss some consequences of the exis­
tence of such states and call attention to the fact some of the 
anomalies they might introduce are somewhat analogous to 
the "surprising possibilities" mentioned above. We concI ude 
with a summary and some suggestions for further research. 

While the work of this paper (with the partial exception 
of Sec. IX) is mathematically rigorous, we shall avoid exces­
sive mathematical detail, not entering into discussions ofle­
gitimacy of interchange oflimiting processes and other such 
niceties. Ample references are provided for the reader who 
may wish to pursue such matters. 
II. STATEMENT OF THE PROBLEM 

We consider a torus T of arbitrary cross section fl, with 
surface aT which is a perfect conductor. In the theory of 
Taylor the following equations must be satisfied (see Appen­
dix I) (we consistently use an overbar to denote a vector): 

VXB = f-lB, 

B·n=O on aT, 

f f B·ndfl = Fo>O, 
!] 

f f fA.BdV=Ko>O, 
T 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

In (2.1), B = B (r,z,</J ) (r ,z,</J are cylindrical coordinates; 
see Fig. I), the magnetic field inside T. The parameter f-l is to 
be determined. (Clearly, B also depends onf-l.) Equation (2.2) 
follows from the assumption that aT is a perfect conductor. 
The flux condition (2.3) states that the flux through any cross 
section fl must be independent of </J; that is, independent of 
which cross section is considered. Equation (2.4) is the "mag­
netic helicity" constraint, A being the vector potential. It 
may be shown (Appendix A) that for Ko > 0, only f-l>0 is of 
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FIG. I. Toroidal geometry. 

interest. In (2.5) CT is any closed path lying on aT which 
"encircles" the torus once but does not wrap around it. [For 
a physical interpretation of (2.5), see Ref. 3]. 

According to Taylor the relaxed plasma is associated 
with that B field subject to (2.1 )-(2. 5) and having lowest mag­
netic energy. 

It is at once clear that (2.1)-(2.5) mayor may not have a 
solution, though one expects that there is a (finite or infinite) 
set of J-l'S for which a solution does exist. If this is the case 
then one can hope to isolate that one (or those) which provide 
minimum energy. 

Notation: We shall henceforth refer to the problem 
posed by (2.1)-(2.5) as TP (Taylor Problem). 

Since B (r,z,if; ) must be periodic in if; it is natural to at­
tempt a formal expansion, 

B (r,z,if; ) = i: B/(r,z)ej/~. (2.6) 
1= - 00 

Using this expansion and employing (2.3) we get 

Fo = / = ~ 00 ej/~ J J B/(r,z).n dn. (2.7) 

n 

Since Fo is a constant, only the I = 0 term can appear in (2.7). 
Thus 

J J B/(r,z).n dn = 0, I ~O. (2.8) 

That is, the states B/ are "flux free" for I ~O. These are the 
so-called helical states. That state, Bo, which contributes all 
of the flux, is termed the symmetric state. 

The foregoing should be considered as motivation. In 
fact, the existence of the helical states has not been estab­
lished. We shall concentrate on Bo and prove that TP does 
indeed have a solution for Bo. We shall also determine many 
of its properties. Because all further discussion (until Sec. IX) 
will involve this symmetric state we simplify notation and 
write simply B instead of Bo. 

Equation (2.1) may now be simplified: 

-aB~ = liB 
az r-,' (2.9a) 

aB, aBz a;- - a;- =f-lB~, (2.9b) 
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FIG. 2. Toroidal cross section. 

(2.9c) 

where B" Bz, B~, all functions of just rand z, are the com­
ponents of B. 

To understand (2.2) we note that we may study any 
cross section n we wish. For convenience, we choose that 
one in the plane if; = O. Since n can have no if; component we 
write (see Fig. 2) 

and obtain 

But 

B·n = n,B, + nzBz = 0 on an. 

From (2.9) this becomes 

aB~ nz a 
-n,--+--(rB~)=O on an. 

az r ar 

V(rB~) = i. (rB~ )u, + i. (rB~ )uz' 
ar az 

so that (2.12) can be written 

[n,uz - nzu,] .V(rB~) 

= t.V(rB~) = 0, 

(2.10) 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

where t is a unit tangent to an. This states that rB~ does not 
change in the tangential direction, or 

B~ = elr, e any constant on an. (2.15) 

Weare now ready to proceed toward a solution of TP 
for the symmetric case. 

III. TRANSFORMATIONS OF THE 8 PROBLEM 

Some trivial manipulations applied to (2.9) result in 

a2B~ a (1 a ) 2 
-~ - ar -;: ar (rB~) = f-l B~. (3.1) 

Set 

¢(r,z) = rl/2B~(r,z). (3.2) 

Then (3.1) becomes 
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(3.3) 

Since rand z play the role of Cartesian coordinates in the 
plane rP = constant, (3.3) may be written 

Ltf; = - V2tf; + 4~ tf; = fi2tf;. (3.4) 

The boundary condition (2.15) becomes 

tf; = el.Jr on an. (3.5) 

In Sec. V we shall find the form 

v.{+ V(rB,p)} = - fi2B,p (3.6) 

useful. Here, and elsewhere in the remainder of this paper, V 
is the two-dimensional Cartesian gradient operator. 

It is convenient to convert the differential system (3.4), 
(3.5) to an integral equation. Set 

tf;(r,z) = () (r,z) + w(r,z) 

and require 

and 

L() = fi2tf; on n, 
() = 0 on an, 

Lw=O, 

w=~ on an. 
vr 

The solution to (3.9) is immediate, 

w = el.Jr on n. 

To resolve (3.8) we consider 

Lv=g on n, 
v = 0 on an. 

(3.7) 

(3.8a) 

(3.8b) 

(3.9a) 

(3.9b) 

(3.10) 

(3.11a) 

(3.11b) 

It is known (see Ref. 4) that for gEL2(n ) the solution to (3.11) 
is given by 

v(r,z) = J J r(r,z;r',z')g(r',z') dn I, (3.12) 

where ris continuous on n X n. Moreover, r is symmetric, 
positive definite, and pointwise positive on n - an. 

Thus, from (3.8) and (3.10) 

tf;(r,z) = :r + fi2 J J r(r,z;r',z')tf;(r',z') dn I, (3.13a) 

n 

which we shall often write as 

(3.13b) 

Almost all of our work will be based on (2.9), (3.6), and 
(3.13). 

IV. SOME PROPERTIES OF THE SOLUTION OF THE 
INTEGRAL EQUATION 

The structure of (3.13) and the specific properties of r 
allow a rather complete discussion of the properties of its 
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solution, many of which have strong implications for the 
physics of the original problem. We shall state these with 
references to the classical literature. 

It is convenient first to consider the corresponding ei­
genfunction problem, writing 

(4.1) 

From the symmetry and positive definiteness of r we 
find (see Refs. 5 and 6): 

A. Equation (4.1) has a denumerably infinite set of eigenval­
ues A j' all positive. The corresponding eigenfunctions tf; j 
may be taken orthonormal on n. The eigenvalues are of fin­
he multiplicity. We write 0 < "'An <An _ I < ···,12 <AI and 
limn _. oc An = 0 and agree that to any A j there correspond 
finitely many eigenfunctions tf;~I, tf;~I, ... ,tf;jml. 

B. Equation (3.13) is uniquely solvable for e#O provided 
fi2A j # 1 for all}. If e#O andfi2A j = 1 then (3.13) is solvable 
if and only if 

.f,lk I(r z) 
or ) ' dn 
vr ' 

(4.2) 

for all eigenfunctions tf;j I belonging to A j' 
The fact that r (r,z;r' ,Zl) is pointwise positive on n - an 

allows us to say more (see Refs. 5 and 7). 

C. To Al there corresponds precisely one eigenfunction tf;1 
and it may be taken pointwise positive on n - an. 

From these properties of the operator r and its eigen­
functions we obtain: 

Theorem la: Iffi2 <A I-I then (3.13) with e> 0 has a 
unique positive solution on n - an. 

Proof When,u2 <A I-I the solution may be written as a 
Neumann series 

(4.3) 

The result follows from the pointwise positivity of r. 
Theorem lb: If,u2 = A I-I and e#O then (3.13) has no 

solution. 
Proof By Band C there can be a solution only if 

(tf;I' elv r) = O. Since tf;1 > 0 on n - an this is impossible. 
Theorem Ie: If,u2 >,1 1- I, but,u2#A ; I,} = 2,3, ... , then 

(3.13) is uniquely solvable fore#Obut the solution cannot be 
of one sign on n - an. 

Proof The unique solvability follows from B. Take the 
inner product of tf; with tf;1: 

(tf;,tf;l) = e(tf;l,l/vr) + ,u2(rtf;,tf;d 

= e(tf;l,l/vr) + fi2(tf;,rtf;d 

= e(tf;I,l/vr) + ,u2AM,tf;d. (4.4) 

Here we have used the symmetry of r and the definition of 
tf;l' From (4.4), and assuming, for convenience, that e is 
positive, 

(4.5) 

Now 1 - ,u2Al < o. Thus (tf;,tf;d < Oand so tf;, ifit is of one sign 
on n - an, must be negative. However, tf; = elv r on an 
and, by continuity, tf; must be positive in a neighborhood of 
an. This is a contradiction. 
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We pause to note the physical significance of these re­
sults. For J-l2<OA 1- I, the B,p component is of one sign, but for 
J-l2 >A 1- I, it cannot be. Thus "field reversal" occurs at the 
first eigenvalue A l' 

Theorem ld: IfJ-l2 A j = I,j> 1, and for one of the eigen­
functions if}jl we have (!/J~l, 1Ivr);fO, then (3.13) is solvable 
only if c = 0, in which case none of its solutions is of one sign 
onn -an. 

Proof The result follows in part from B. If c = ° then 
m 

!/J= L ak!/J~l, (4.6) 
k=1 

where the a k are arbitrary constants. Then, by orthogonality 
m 

(!/J,!/JI) = L ad!/J~l,!/JI) = 0. (4.7) 
k=1 

Since !/J 1 is of one sign, !/J cannot be. 
Theorem le: IfJ-l2 A j = I,j> 1, and for all of the eigen­

functions if}jl we have (!/J~l, 1Ivr) = 0, then (3.13) is solv­
able for c;f 0. The solution is not unique. In fact, if!/J p is a 
solution then so is 

m 

!/J =!/Jp + L ak!/Jjk 1, 
k=1 

where the a's are arbitrary. However, !/J cannot be of one 
sign. 

Proof Again!/J satisfies (3.13) and the proof of Theorem 
Ic applies. 

We resist the temptation to summarize these results in 
one massive theorem. The important physical observation is 
that for J-l2 >A \1 field reversal always occurs. 

V. THE SOLUTION TO TWO "SUBPROBLEMS" 

Weare now in a position to attack the problem posed in 
Sec. 1. To this end we consider two subproblems: 

PI: the problem posed by (2.1), (2.2), and (2.3) with no 
constraint on the helicity or upon :4, 

P 2 : the problem posed by (2.1), (2,2), (2.4), and (2.5) with 
no constraint on the flux. 

We shall eventually find for each of PI and P2 an expression 
for the total magnetic field energy as a function of J-l. If we 
denote these energies by WI (;.t) and Wn (;.t), then any value,il 

A A 

such that WI!,il) = Wn (,U) clearly satisfies both PI and P 2' 

and hence such,il's are candidates to solve the minimum 
energy problem. 

A. Consideration of P, 

We first turn to the solution of(3.13) in terms of the 
eigenfunctions !/J). It is convenient at this point to reindex 
the eigenvalues so that if more than one eigenfunction be­
longs to aA ) then that A ) is repeated with a different index as 
often as needed. The eigenfunctions will be similarly 
indexed. 

We suppose c;fO. The unique solution to (3.13) may be 
written (see Refs. 5 and 6) 

• ,'() C 2 ~ A ) (!/J), 1Ivr)!/J) (r,z) 
'I' r,z = - + cft £.. 2 ' 

vr )=1 1-J-lA) 
(5.1) 
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providedJ-l2 A);f 1 for allj. IfJ-l2 A j = 1 for somej = jo, then 
there is no solution to (3.13) unless B of Sec. IV applies. In 
our current notation that implies A j. = A j. + 1 

= ... =A j.+m-I and (1Ivr, !/Jj) = O,j=jo, 
jo + I,· .. ,jo + m - 1. In that event (5.1) is replaced with 

.,'() C 2 ~,A )(!/Jj,1Ivr)!/Jj(r,z) 
'I' r,z = - + CJ-l £.. 2 Ii j=1 I-J-lA j 

jo+ m - 1 

+ La)!/J j (r ,z). (5.2) 

Here the prime indicates that the indicesjo, 
jo + I, ... ,jo + m - 1 are deleted from the sum, and the a j 
are arbitrary constants. 

We again modify notation by isolating those subsets of 
! A ) I such that A j. is of m-fold multiplicity and all corre­
sponding eigenfunctions are orthogonal to 11 V r. We re­
move these subsets from the A j sequence and call the re­
maining (appropriately reindexed) sequence! A) I, with 
corresponding eigenfunctions !/J j' Equations (5.1) and (5.2) 
become 

(5.3) 

(5.4) 

We pause momentarily to comment on our preoccupa­
tion with !/J, and hence with B,p. As we shall see, it is this 
component ofB which plays the primary role in the theory. 
The components Br and Bz can be obtained via (2.9). We 
shall later need the fact thatBr andBz are zerowhenJ-l = 0, a 
result which can easily be established using (5.3) and (5.4). 

To find the flux associated with (5.3) and (5.4) note that 

Flux = F(;.t) = f f B'n dn 

n 

(5.5) 

where 

The behavior of this function is important in subsequent dis­
cussions. We note that FI (;.t) is meromorphic inJ-l with simple 
poles at J-l = A j- 112. Moreover, for J-l > 0, 

F"") - ~ (!/J),1Ivr)2 ° 
I ...... -J-l£.. 22>' 

)=I(I-J-lA j ) 

(5.7) 

Thus F, is an increasing function on any domain in which it 
is continuous . 

A schematic graph of F1(;.t) is shown in Fig. 3. We note 
that F. first becomes infinite at A 1- 112, which is actually 
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A 1-112 (since!/ll cannot be orthogonal to lIv'r). We also ob­
serve that between A 1- 112 and A 2- 112 FI (,u) has a single sim­
ple zero, denoted,u r. This represents a "flux free state." In 
general an infinite set of A j'S can be expected, and hence 
there are usually infinitely many flux free states, ,u j, A j- 112 

<,uj <A J+I? It is shown in Appendix B that there is al­
ways one such. These states are also important for the subse­
quent discussion. 

As yet we have not imposed the condition of constant 
flux [see (2.3)]. In order that 

F(,u)=Fo > 0 (5.8) 

it is necessary to choose [see (5.6)] 

F. e = e(,u) = _0_. 

FI(,u) 
(5.9) 

Obviously e is not defined at the,u j. The physical meaning of 
this is clear. There is no way to achieve a nonzero flux at a 
flux free state. 

We note that throughout this discussion we have sup­
posed e#O. In case Theorem Ib or Id applies we must 
choose e = O. In that event,u = A j~ 112 and 

10 + m - I 

!/l(r,z) = L {3k !/lk (r,z), (5.10) 
k =};, 

where the !/l's are the eigenfunctions belonging to A j. and the 
{3's are arbitrary constants. The flux condition becomes 

ko + m - 1 

Fo = L {3k(!/lk,lIv'r). (5.11) 
k =10 

Since at least one of the terms (!/l k,lI v' r) is not zero, (5.11) 
always has a solution. If more than one such term is nonzero, 
the solution is not unique. 

Finally, we compute the energy in the ifJ component of 
the magnetic field, 
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W~(,u) = ~ III B~ dV 
T 

= ~ f1T difJ I I B ~ rdrdz 
n 

(5.12) 

n 

Assuming (5.3) holds 

II { 1 ~ A j(!/lj,1Iv'r)!/lj(r,z)}2 
W~(,u) = e1T dn - +,u £.. 2 Ii j~1 l-,uA j 

n 
(5.13) 

which yields, after considerable computation (see Appendix 
q, 

(5.14) 

If (5.4) holds then (5.14) must be augmented by a finite 
sum 

(5.15) 
j=jo 

Since the a j 's are arbitrary, W~ can obviously be made arbi­
trarily large (for fixed e) at,u = A 10 112. 

Finally, if (5.10) holds and if more than one term 
(!/lk' 11 v' r) is nonzero, then again W", can be made arbitrarily 
large. 

More will be said about W", in the following section. 
This completes our discussion of Problem PI' 

B. Consideration of P2 

In the discussion ofP I it was not necessary to introduce 
the vector potential A. We must now discuss it. The 
equations 

(5.16a) 

and 

B = curl A (5.16b) 

suggest simply taking A = B l,u. This choice, however, vio­
lates the constraint provided by (2.5). 

To overcome this we select 

A", = B",I,u - c/,ur, 

A, = B,I,u, 

A z =BJ,u. 

(5.17a) 

(5.17b) 

(5.17c) 

Here we imply the condition rB", = e on an as in the discus­
sion of P I' In (2.5) we first choose eTaS a circle on aT such 
that rand z are constant. Then 

(5.18) 
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Thus the constraint (2.5) is satisfied for this path provided 
AT = O. However, the integral in (5.18) is actually indepen­
dent of (admissable) paths CT , according to Stokes' Theorem 
for multiply connected regions. Thus, (5.17) is a satisfactory 
vector potential. That A has been chosen in such a way as to 
make the value of the integral in (5.18) zero is no loss of 
generality (see Appendices D and I). 

We may now calculate the helicity K [see (2.4)]. 

K(P) = I I IE.A dV 
T 

= III E~E dV- ; III B¢~,Z) dV 
T T 

2W(P) C 1211" II B¢ =---- dt/J -rdrdz 
J1 J1 0 r 

A 2 f} 
= 2W(P) _ 21TC FI(P), (5.19) 

J1 J1 
where FI(P) is given by (5.6) and 

W(P) = ~ I I I E·EdV. (5.20) 

T 

It is to be noted that Wis the total magnetic energy, not just 
the W¢ contribution. An important relation between Wand 
W¢ will be derived in the next section. 

Finally, we impose the condition that K (P) = Ko> 0, 
but note that this yields little information at this point. 

VI. THE TOTAL MAGNETIC ENERGY 

In this section, we shall compute the total energy WOf 
the general (symmetr~) solution to TP as a function of J1. 
First let us show that Wis dependent only upon the energy in 
the t/J component of the magnetic field and on the flux. 

Theorem2: W(P) = 2W¢(P) -1TcF(P), whereB¢ = clr, 
c arbitrary, on afl. 

Proof: From (3.6), we have 

V.~V(rB<I»= -J12B¢. (6.1) 
r 

Now 

v.[+(rB¢)VrB¢ ] = rB¢ [V. + VrB¢ ] + + VrB¢.VrB¢. 

(6.2) 

Multiply (6.1) by c and integrate over fl using (6.2) and the 
divergence theorem: 

- J12cF(p) = f £. V(rB¢).n ds 
Jaf} r 

= if} B¢ V(rB¢).n ds = II V·(B¢ V(rB¢)) dfl 
f} 

= f f rB¢ [V. + VrB¢ ]dfl 
f} 
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+ I I +(VrB.p).(VrB.p) dfl 
f} 

+ I I + (VrB¢)·(VrB¢) dfl. (6.3) 

f} 

Now integrate (6.3) with respect to t/J, use (2.9), and note that 
dfldt/J = dr dz dt/J = (1/ rId V. 

T T 

T T 

= - J12 I I I B ~dV + J12 I I I(B; + B ;)dV 
T T 

2 A 
=J1 (2W(P) - 4 W.p (P)). (6.4) 

If J1 #0, we may rearrange (6.4) to achieve the desired 
result: 

A 

W(P) = 2W¢(P) - 1TcF(P). (6.5) 

By (5.14), W¢(O) = c1TF(O). From the remarks immediately 
following (5.4), Br = Bz = 0 atJ1 = O. Thus W(O) = W¢(O) 
= c1TF (0), so (5.6) holds atJ1 = O. This concludes the proof of 

Theorem 2. 
Now we compute the total energy for each of the two 

problems P I and P 2' First let us consider P I> that is, the flux is 
given to beFo > O. As we have previously mentioned, there is 
no solution if J1 = J1 j. In order to determine the total energy 
from (6.5), one must evaluate the constant c and the energy 
W.p. IfJ12 A, j # 1 for all}, then by (5.9), c = FoIFI(P), We have 
from (5.14) that 

W (P) = c2W I .. ) = F02WI(p) . (6.6) 
.p I If" FI2(p) 

Thus (6.5) becomes 
A F,2 
W(P) = --+- (2 WI(P) - 1TFI(P)); J12A, j # 1 for all }. 

FI (,tt) 
(6.7) 

IfJ12 A, j = 1, we have two alternatives. The first alterna­
tive, the situation in Theorem Ie, leads to Eq. (5.2) and the 
result that the flux is given by (5.5) again. In this case (5.9) 
still applies, but (6.6) must be augmented by the sum [see 
(5.15)] 

)0 + m - 1 

L a~, (6.8) 
)=)0 

a
J
, arbitrary. Consequently, at such aJ1 = A, ,-112, the total 

A J. 

energy has a fixed minimum value W m (A, j-; 112) and can have 
any arbitrary larger value. We note that 
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A F,Z 
W (A- 112) = ° [2W (A .- liZ) - 1TF (A .- 112)]. 

m J. F z(A .- 112) I J. I J. 
I J. 

(6.9) 

The second alternative, the situation in Theorem ld, 
Il = A j; liZ, leads to Eqs. (S.lO) and (S.ll). The energy W'" 
associated with this solution is then given by 

W",tu)=+ III B~dV= ~ flT dt/J II B~(r,z)rdrdz 
T n 

= 1T II ,pdn = / +i- I fJ5, 
J =)0 

(6.10) 

n 

subject to (S.ll). Consequently, at such all = A; 112, the 
total energy has a fixed minimum value Wm (A j-: liZ) and can 
have any arbitrary larger value unless the eigenvalue A j. has 
multiplicity one. In this case the energy has a unique value. 
(Note that, in fact, this is the case at Il = A 1- liZ). A standard 
minimization technique gives the value for W m (see Appen­
dix E). 

(6.11) 

From Appendix F, we have 

lim Wtu) 
Jl-A J-;' 1/2 

F,z 
lim -f- (2Wl tu) -1TFltu)) 
~A-1/2F tu) Jl.......,}(1 ) 

= Wm(A j-: liZ). (6.12) 

Finally, we note that [see (S.6) and 6.6)] 

W(O) = 1TF~ = 1TF~{II dn}-I 
FI(O) vr 

n 

(6.13) 

In Fig. 4, we show a schematic graph of Was a function 
of Il with fixed flux Fo. The graph summarizes the details of 
(6.7), (6.9), (6.12), and (6.13). 

We have assumed for illustrative purposes that A 's asso­
ciated with the second alternatives do occur (vertical ar­
rows). Their existence and location depend, of course, on the 
specific problem under investigation. 

We turn now to the energy in problem P z. We have from 
(S.19) 

A 

W 

7TFa 
~(O) 

FIG. 4. Energy with fixed nonzero flux Fo. 
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wtu) = lpKo + 1TcFtu) = lJ.tKo + 1TcZF ltu), (6.14) 

c = rB", on an. 
IfllZ A j =1= 1 for allj, thet/J component of the energy is given by 
(6.6). From Theorem 2, the total energy is therefore 

Wtu) = cZ(2Wltu) -1TFltu)). (6.1S) 

Combine (6.14) and (6.1S) and solve for CZ to get 

c2 = 1uKo[Wltu) -1TFltu)]-I. (6.16) 

From (6.1S) 

Wtu) = !j1X o[l + 1TFltu) ] . (6.17) 
wltu) - 1TFltu) 

If Ilz A j. = 1, we again have two alternatives. The first 
alternative, the situation in Theorem Ie, leads once more to 
Eq. (S.2) and the result that the flux is given by (S.S), while the 
t/J component of the energy is 

jo+m-l 

W",tu)=czwltu)+ La], aj arbitrary. (6.18) 

From Theorem 2, the total energy is thus 

Combine (6.19) and (6.14) to get 
jo+m-l 

2 a j . (6.19) 

2cZ( Wltu) - 1TFltu)) + L a5 = lpKo· (6.20) 

From (S.14), WI(,u) - 1TFltu) is a positive quantity. From this 
fact and (6.20), we see that the possible range of values of c2 is 

O<;;cZ<;;1uKo[WI -1TFI]-I. (6.21) 

It follows from (6.14) that if we set 

m = min {lpKo,lpKo [ 1 + 1TFI ]} 
2(WI -1TFd 

(6.22a) 

and 

(6.22b) 

then 
A 

m<;;Wtu)<;;M. (6.23) 

It is important to note that 

1 1TFI 1 WI 1 + =-+ >-, 
2(WI -1TFI) 2 2(WI -1TFI) 2 

(6.24) 

so that m>lfLKo > O. 
The second alternative, the situation in Theorem Id, 

leads to c = 0, so from (6.14) 

Wtu) = lpKo, Il = A j- liZ. (6.2S) 

Finally, we require the behavior of Wtu) as Il~+' 
From (6.17) we see that 

lim Wtu) = lim Ko 1T IlFltu) (6.26) 
1'--+0+ 1'--+0+ 2 WI(,u) - 1TFltu) 

From (S.14) we see that the denominator behaves like 11 2 for 
Il near zero. Since FI(O) > 0 we obtain 

A 

lim Wtu) = + 00. (6.27) 
1'--+0+ 
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FIG. 5. Energy with fixed helicity Ko· 

In Fig. 5, we show a schematic graph of Was a function 
of Il with fixed helicity Ko which summarizes the details 
(6.16), (6.19), (6.23), (6.25), and (6.27) of the energy in prob­
lem P 2. (We suppose the same locations for "exceptional" A 's 
as in Fig. 4.) 

VII. THE RELATIONSHIP BETWEEN ANY TWO 
SOLUTIONS OF TP 

Suppose BI and Bz are two solutions to TP with 
rBltf> = CI and rB2tf> = Cz on an. (We shall show in Sec. VIII 
that there is at least one solution.) We have [using (2.9)] 

IIlI -Ilz) f f f B\.BzdV 
T 

= fff[Bz.VXB\-BeVXBz]dV 
T 

= 2rr f f V.(BI XB2 )rdn 
n 

= 2rr r rBI XB2"lids 
Jan 

= 2rr r r[ BItf>(Bzzu, - B2,uz ) 
Jan 

+ B2tf>(B\,uz - Blzu,)] "lids 

= 2rr r [J..- rBItf>(J..- VrB2tf» 
Jan Ilz r 

-;1 rB2tf>( + VrBItf» ].iidS 

2rr L C I V· D -d =- - rD2¢·n s 
Ilz an r 

2rr L Cz V ,D -d - - - rDI¢·n s. 
III an r 

(7.1) 

From the flux formula (6.3), we have, assuming that BI and 
B2 have the same flux Fo, 

T 

Let the total energy associated with BI and Bz be WI A __ 

and Wz, respectively. We have, for BI =l=Bz, 
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O<D = ~ fff(BI-Bz)2dV 
T 

=+fff(B~ +B~ -2BeBz)dV 
T 

(7.3) 

T 

Thus 

IIlI - Ilz)( WI - Wz) = IIlI - Ilz)D 

+ 2rrll lczFo - 2rrll2clFo' (7.4) 

If we further assume that K is constant, Ko' we have 
from (6.14) that 

rrcjFo = W; - 'y.LjKo, i = 1,2. (7.5) 

Substituting (7.5) into (7.4) yields 

IIlI -Ilz)( WI + Wz) = IIlI - 1l2)D 
+ 2111 W2 - 21lzWI' (7.6) 

Hence, ifO<llz <Ill' 

(7.7) 

(7.8) 

Theorem 3: IfBI and B2 are two different symmetric 
solutions to TP, the one associated with the smaller Il is the 
one with the smaller energy. 

Theorem 3 has been proved by Reiman. 3 While the ba­
sic ideas of our proof are similar to his, the details are rather 
different. Reiman's result, however, applies also to the non­
symmetric states. (For further comment, see Sec. 9). 

VIII. EXISTENCE OF A SOLUTION TO TP 

Theorem 4: There exists a symmetric solution to the 
problem TP in the interval (O,IlT)· A 

Proof Consider the two curves WI = (Fo 2 
/ FI 2) 

X (2 WI - rrFd, 0 <Il <IlT, represented as the sing~-valued 
part of the first branch of the graph in Fig. 4, and Wn 

= 'y.LKo[l + rrFI/(WI -rrFI)], 0<1l <IlT, represented as 
the single-valued part of the first branch of the graph in Fig. 
5. Since both WI and Wn are continuous on 0 <Il <Ilr, the 
function WI - Wn is continuous on (O,llr). Also note that 
lim/L--+O+ (WI - Wn )= - oo,whilelim *_ (WI - WII) 

/L-/Lr 
= + 00, so WI - Wn must take the value zero in the inter-

val (O,Jlr)· A A A 

Suppose Wdji) = Wn (ji) = W. ~z A j =1= 1 for allj, the 
energy uniquely determines the field B. To see this note that 
Wuniquely determines F61Fi = c2

, by (6.7). ButB is com­
pletely specified by the condition rBtf> = c on an. Since 
changing the sign of C merely replaces B by ( - B), we may 
always assume C > O. Hence B is determined. Next the flux 
must be Fo (since B solves P d and K must have the given 
value Ko (since B solves P2). 
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If {l2 1 j. = 1, we have two alternatives. The first, the 
situation in Theorem Ie, leads to Eqs. (6.9) and (6.23). We see 
by the discussions that lead to these equations, that in both 
problems P I and P 2' there is a unique vector B which pro­
vides the solution which lies on the single-valued branch of 
the energy curves at this point, namely, the solution found by 
setting aj = 0')0<)<)0 + m - 1, in Eq. (5.15). As before, 
this solution has the desired flux and helicity. 

The second alternative, the situation in Theorem Id, 
leads to Eqs. (6.11) and (6.25). From the discussion preceding 
(6.11), there may be more than one solution with the correct 
flux and energy WI' but since all solutions have c = 0, Eq. 
(6.14) shows that they all have the desired helicity. This con­
cludes the proof of Theorem 4. 

It should be observed that in no case have we proved 
that there is only one solution to TP in ° <II <Jif. 

For further discussion we refer to Appendix G. 

IX. HELICAL SOLUTIONS 

We return to Sec. II and consider the formal expansion 
(2.6). This can be written 

B (r ,z,rp ) = Bo(r,z) + Bh (r ,z,rp ), (9.1) 

where Bo is the symmetric state (we now revert to the original 
notation) and Bh is a sum of helical states. Note that Bh has 
the following properties [see (2.8)]: 

(9.2a) 

(9.2b) 

T 

(9.2c) 

[Actually, the expansion (2.6) may be bypassed completely 
by simply decomposing B into two parts Bo and Bh with 
properties (9.2). However, (2.6) provides motivation and is 
consistent with the literature.] 

From J9.2b) it follows that the total energy in the mag­
netic field B is 

A 

W= W+ Wh, (9.3) 

where W is the energy in the symmetric state and Wh that in 
the helical states. 

We now point out the modifications to Secs. VI, VII, 
and VIII, which are necessary in the event that B contains a 
(nonzero) helical part. 

Suppose that for Ji = 1 such a solution exists. It is easily 
verified that (6.5) is simply replaced by 

W(l) = 2W",(1) -1TcF(l) + Wh(l). (9.4) 

Also (6.7) readily becomes 

(9.5) 

and the augmentation by (6.8) is still required in the situation 
described. 
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FIG. 6. Energy with fixed nonzero flux Fo; .. .indicates helical states. 

To modify (6.14) we must select an appropriate A. It is 
easy to see that we may choose, assumingAr = 0 [see (5.17)] 

B c B 
A", = ~.", - lr + ~'''', (9.6a) 

(9.6b) 

(9.6c) 

since (9.2c) assures that (5.18), and hence (2.5), still hold. 
Thus (6.14) is replaced by 

W(l) = !AKo + 1TcF(l). (9.7) 

To mimic (6.20) we rewrite (9.7) as 

W(l) -1TcF(l) + Wh(l) = !AKo. (9.8) 

Since B h is completely unconstrained in Problem PI' 
Wh(l) in (9.5) simply adds another spike to Fig. 4 atJi = 1. 
See Fig. 6. 

In problem P2 the only constraint is that provided by 
(9.8). Hence the argument used to generate (6.23) applies and 
the helical solution just adds another segment to Fig. 5 at 
Ji = 1. See Fig. 7. 

The basic open questions concern the existence, num­
ber, and location of these 1 values. If the number is finite the 
situation differs little from the symmetric case. Even a denu­
merably infinite set of 1 's does not significantly change 
things, unless there is an accumulation point at Ji = 0. It is 
conceivable that the 1 set is nondenumerable. Even that 
would not create severe difficulties unless this set has an 
accumulation point at Ji = 0. 

It may seem somewhat strange that a discrete set of 1 's 
is even anticipated. Such a set certainly does not occur in the 

, 
w 

. 
1"2 

I 
I 
~ liZ I"Ko 

. 
1"3 f-L 

FIG. 7. Energy with fixed helicity Ko (helical states shown by ..... ). 
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symmetric case. However, the helical case really consists of 
solving (2.1) and (2.2) subject to the additional constraint 
that Fo in (2.3) be replaced by zero. We already have enough 
experience with flux-free states to k~ow that they are special. 
Indeed, it can be shown that when B is so restricted the curl 
operation becomes self-adjoint (Appendix H). While self-ad­
jointness in itself does not assure a discrete spectrum, this 
fact suggests that only very particular values of fl will solve 
the helical problem. 

Theorem 3, however, continues to hold. (The consider­
ation in Ref. 3 is not restricted to the symmetric case.) To see 
how our proof must be modified we remark that it may be 
shown (Appendix H) that ifE (\) = E ~I + E ~I belongs to f.11 

and B (2) = E ~I + E ~I to f.12 #f.11 then 

(9.9) 

T 

Thus ifE(\) andE(21 solve TP we have that (7.2) still holds, as 
do all subsequent equations through (7.8) provided Wis re­
placed by W. 

X. SUMMARY AND CONCLUSIONS 

We have examined in a rigorous fashion the Taylor 
Theory of plasma relaxation in tori with arbitrary smooth 
cross sections. Primary focus has been on the symmetric 
case, and a quite complete understanding of field-reversal 
and flux-free states has been achieved. The existence of a 
solution to the Taylor problem has been demonstrated in a 
torus, and the location of this solution has been isolated. 

The helical states have not yielded to our methods. 
There is increasing numerical evidence that these states do, 
indeed, exist, at least for certain cross sections.8 We have 
shown, however, that at any (possible) helical state the be­
havior of the plasma system is not significantly different 
from that found in the symmetric case. However, we believe 
it important to resolve the open question of the existence of 
helical states. 
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APPENDIX A 

Theorem A·I: If Ko is positive then there are no solu­
tions to TP for 11'<0. 

Proof By (9.7) 

JpKo = WfJ-l) - 1TcFfJ-l) 

;;;. W¢>fJ-l) - 1TcFfJ-l) 

= c2(WJfJ-l) -1TFJfJ-l)). (AI) 

But (5.14) shows the last expression to be positive and the 
result is immediate. 
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APPENDIXB 

We consider the assertion (Sec. V) that there is always a 
zero-flux state. There is surely always one unless 
A2 = A3 = ... = O. From (5.6) we obtain in this event 

(BIl 

A zero of F fJ-l) occurs if 

fr~ ~1"A'[fr~ -1~"lIV'I'l IB2] 

The only problem that arises is that the coefficient of f.12A I 

might be nonpositive. 
To see that this cannot happen we use the Schwarz 

inequality 

l,f,,w,]' ~Ur ~~ dfl )' 

<f f "'12dn f f d~ 
n n 

= 55 d~. (B3) 

n 
Moreover, the strict inequality holds in (B3) unless rPl 
= k Iv'r for some constant k and for all (r ,z)E11. But we 

know that k I v' r cannot be an eigenfunction since it fails to 
vanish on an. 

We conclude that the coefficient of f.12A I in (B2) is posi-

tive and f.11 exists. 

APPENDIXC 

Here we have used (5.6) and the orthonormality of the ""s. 
Next we note 

A. f.12A 2 
_---'J';:-_ + J 

1 - f.12A j (1 - f.12A jf 
(C2) 

From (CI), 
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(C3) 

as in (S.14). 

APPENDIX D 

Suppose 

r21T 

A",rd¢ = ( A.dl = AT' Jo JCT 

(D1) 

a constant independent of Il. We may satisfy this constraint 
with 

(D2) 

where X is any single valued function independent ofll on T, 
and still have 

VXA =B. (D3) 

However, now (see S.19) 

K(;l) = 2W(;l) _ 21TC
2
F I(;l) + 21TCFI(;l)AT. (D4) 

Il Il 
Since cFI (;l) = F (;l), this can be written 

A 2 

K(;l) - 21TF(;l)AT = 2W(;l) _ 21TC FI(;l) (DS) 
Il Il 

When the flux F (;l) = Fo and the helicity K (;l) = Ko are fixed 
for a given A T> the solutions to TP are precisely the same as 
the solutions to the TP in the text (with the assumption 
AT = 0), provided the helicity is taken to be 

Ko - 21TFoAT. (D6) 

This shows that the solution to TP is not unique for given Ko 
and F 0 unless A T is given. 

However, the overall qualitative behaviors discovered 
for B, W, etc., are not changed. In practice, if Ko and AT are 
given one simply defines a new Ko, ko by 

ko = Ko - 21TFoAT (D7) 

and proceeds as in the body of the paper, using ko and (S.18). 
If ko < 0 then only negative IL's will occur (see Appendix A). 

One might worry that further changes in the definition 
of A could lead to new phenomena. Consider any two vector 
potentials Al and A2 which lead to the same B and which 
satisfy (D1). Let 

V=A I -A2 

so that 

and 

1534 

VXV=O 

r V.d/=O. 
JCT 
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(DS) 

(D9) 

(DlO) 

(D11) 

on T. Now 

(D12) 

so ¢ is single valued on T by Stokes's Theorem for multiply 
connected regions. Thus all solutions to (D1) and (D3) are 
given by (D2). Hence all results of the main text are un­
changed if Ko is replaced by ko. 

APPENDIX E 

Theorem E-l: The minimum of the function [see (6.10)] 
A k+m-I 
W(;l) = 2W",(;l) = 21T L (3/, 

j=jo 

subject to the constraint 
jo+ m-I 

L (3j(tPj,l/Vr) = Fo, 

is given by 

W = 21TFof':~: I (tPj ,l/Vr)2] - I. 

Proof We wish to minimize 
n 

!(x1,···,xn ) = L x/ 

subject to 
n 

L aixi =c. 
i= 1 

We form 

i= 1 

(E1) 

(E2) 

(E3) 

(E4) 

(ES) 

Q(x,A) = itl Xi
2 

+..1, Ctl ajxi - c) (E6) 

and find its minimum. Equating partial derivatives to 0 
yields 

2x i + Aai = 0, i = 1,2, ... ,n 
n 

L aixi =c. 
j= 1 

Thus Xi = - 0ai so 
n 

-0 L a/=c. 
i= 1 

This gives 

and 

n 

Xi = aicl L ai 2 

i= 1 

(E7) 

(ES) 

(E9) 

I x i
2 =c2/I ai

2
• (E1O) 

i=] i= 1 

The result in the theorem follows by direct substitution. 

APPENDIX F 

To verify Eq. (6.12), we recall (S.6) and (S.14). Clearly 
FI(;l) and W\(;l) are meromorphic functions with poles at 
Il = A ~ 112. The flux has poles of order one at those points 

J _ 1/2 
while the energy has poles of order 2. Near Il = A jn we 
may write 
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and 

F,(P) = [J.l2A i.iO:~: '(t/! i,l/vr)2j(1 - J.l
2
A i.l] 

x P + f\(p)), 

(FI) 

(F2) 

where W, and 1\ are analytic near J.l = A i~ 1/2 and with zeros 
there. Thus, 

A F,2 
W(P) = _0_ (2W,(P) -1TF,(P)) 

F,2(P) 

= 2;F02 [i"+i.-' (t/!j,l/v'rf r' P + ¢ (P)!. 
/1 A j. J~J" 

(F3) 

where ¢ (P)--.o as J.l--A ;:, 1/2. The result is immediate. 

APPENDIXG 

We may explore the situation further by trying to find 
the solution to TP with least energy, that is, least J.l by 
Theorem 3. The only difficulty that may arise comes when 

"'- "'-
the two energy curves WI and Wn intersect along the 
"spike" that may rise from the WI curve at A.. 2- '12. (If A.. 2- '12 

lies to the right of J.lr or if WI and Wn have a previous point 
of intersection, this is of no consequence.) The problem oc­
curs because of the need to find a single solution with energy 
Wwhich solves both PI and Pz at thisJ.l. The relevant equa­
tions are (4.6), (4.8), (6.8), (6.9), (6.20), and (6.21). We need 
only find a set of a j 's to satisfy (6.20). This will be possible if 

~Ko>2cZ(W, -1TF.) = 2 Fo: (WI - 1TF.). (GI) 
F, 

Note from (6.23) that the WI curve and Wn will have a pre­
vious intersection unless 

(G2) 

since F, < 0 between A , and J.l r. (This expresses the fact that 
the Wu curve must lie above the single-valued part of the WI 
curve between 0 and A.. 2- 1/2.) Using (6.9), (G2) becomes 

Fo (2W -1TF)< K [ 2W, -1TF1 ] (G3) 
F/ I ,J.l 0 2(W, _ 1TF

1
) , 

which reduces to (GI). We have thus proved 
Theorem G-l: The solution to TP with the least energy 

can be found at that J.l at which WI and Wn have their first 
intersection and, although the solution may not be unique, 
the value of rB", = C is unique and the total energy of any 
solution is given by 

(G4) 

APPENDIX H 

Lemma H-l: IfB. and Bz are flux-free, then 

J J B, X Bz·fidS = o. (HI) 

aT 
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Proof Since V XB·1i = 0 on aT, we may write 

B = Vx on aT. (H2) 

Now let u
T 

be the unit vector on aTin the poloidal direction, 
U'" the unit vector in the toroidal direction. Then 

= J f B·lidfl = F(P) (H3) 

n 

and 

I l-- I 121T 21TC - B·u",dl = - rB",d¢ = --, 
J.l C T J.l 0 J.l 

(H4) 

where B", = cjr is the value of the ¢ component of the sym­
metric part of B on the boundary of T. [Note that no other 
components ofB contribute to (H4) (see (2.6))]. Let 

cu = (x - F(P)'T _ c¢), (HS) 
21T J.l 

where X is as in (H2) and T is the coordinate associated with 
UT' Then 

and 

( Vcu.u",dl = O. JCT 
Thus cu is periodic in T and e. 

We have 

B = J.lVcu + F(P) VT + cV¢ on aT. 
21T 

Hence, 

B-B - " [F1C2 F2C'] -,X 2 = J.lJJ.lZVCUI XVcuz + -- - -- U"'. 
21T 21T 

IfF, =Fz = 0, 

f f (B, X Bz)·lidS = J.l~2 f f Vcu. XVcuz·lidS 
aT aT 

(H6) 

(H7) 

(H8) 

(H9) 

= JL~Z f f f V·Vcu. X VcuzdV = 0, 
T 

(HIO) 

since V·Vcu, X Vcuz = O. This establishes (HI). 
Theorem H-l: The curl operator is self-adjoint when 

restricted to flux-free states. In other words, 

(HIl) 
T 

ifB. and Bz are flux-free. 
Proof We use 

V.(B, XBz) = Bz·VXB, - B,.VxB2 . (HI2) 

Thus 
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f f f [li].VXB2 -BJ"VXB2JdV 
T 

= f f f v.(B2xBIldV 
T 

= f fB2XBI.ndS 
aT 

=0 (HI3) 
by the lemma. 

Corollary H-l: Flux-free states belonging to different 
A 's are orthogonal. In other words, 

(HI4) 
T 

if BI and B2 are flux-free and satisfy V X B. = A.B. with 
Al #A

2
• I I I 

Proof From the theorem and V XB; = A;B;. 

(HIS) 

Thus 

(A2 - AIl5 5 5 BI ·B2dV = O. (HI6) 

Corollary H-2: If B ~II and B ~21 are helical solutions be­
longing to different eigenvalues, then 

fffB~).B~)dV=O. (HI7) 

T 

Proof All helical states are flux-free, and the theorem 
applies. 

APPENDIX I 

In this final Appendix, we give an abbreviated derivation 
of the Taylor Problem, primarily due to Baker.9 The presen­
tation clarifies somewhat the results of Appendix D. 

We seek the magnetic field B of a plasma inside a per­
fectly conducting toroidal shell. Woltjer lO has shown that 

~~ = - 55 I E.B dV, (11) 

T 

where 

K= I I I A·BdV. (12) 

T 

Since E is 0 inside a perfect conductor, we have 

aF a II-- = - B.u",dfJ at at 
n 

= - IIVXE.U", df1= - i
p 

E.d!=O 
n 

(13) 
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and 

JAT a 1 -- a II -- = - A·dl= - VxA·ndS at at CT at 
H 

(14) 

-I I VxE.n dS= - iT E·d! = 0, 
H 

where H is any surface spanning CT' Now inside the con­
ducting shell B = V X E = O. Since B.n is continuous (Ref. 
11, p. 16), we have 

B·n = 0 ataT. (15) 

Finally, Taylor2 and Montgomery and Turner l2 have 
reasoned that aw lat is much greater than aK lat (see also 
Ref. 13 for further discussion). Because of this, Taylor2 has 
made the assumption that 

aK =0, 
at 

while W relaxes to the minimum energy: 

W=min fffB.BdV. 
T 

(16) 

(17) 

This leads us to the mathematical model which mini­
mizes W subject to 

{

K given, 

F given, 

~7~ given, 

B·n = 0 at ar. 

(TPI) 

A Lagrange multiplier argument leads to the problem 
of minimizing W subject to 

vxiJ =,.ti3, 
K given, 

F given, 

AT given, 

B·n = 0 at aT. 

(TP2) 

We have shown in Appendix D that minimizing W subject to 

K - 21TATF given, 

{

VXB =f.lB, 

(TP3) 
F given, 

B·n = 0 at ar 
has solutions which correspond to those ofTP2. In fact, 
Taylor'4 has now proposed that K - 21TATF be the new de­
finition of helicity. [This definition of helicity makes the so­
lution of (TP 1) independent of the choice of A ]. 
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Finite sum approximations to Brillouin zone integrals with symmetrized plane 
waves 
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Techniques are presented for expanding a periodic function of cubic translational symmetry and 
arbitrary rotational symmetry in a finite set of symmetry-adapted plane waves. Results for all 
cubic lattices are tabulated in a form convenient for use in computation. The role of "special 
points" in the sense of Chadi and Cohen is discussed in the extended context of symmetry-adapted 
plane waves. 

PACS numbers: 71.10. + x, 02.20. + b, 02.30.Mv 

I. INTRODUCTION 

The basic idea for a finite sum approximation (FSA) of 
an integral over a finite region of space is to partition the 
space into identical volume elements and approximate the 
integral by a sum. Each term in the sum is the integrand 
evaluated at the center of a volume element mUltiplied by the 
volume element. If all volume elements approach zero in a 
limiting sense, then the resulting sum is a Riemann integral. 
The natural partition of a symmetric space into identical 
volume elements puts the center of the space at the center of 
a volume element. Suppose we partition the space by displac­
ing all volume elements in the same way? Will anything be 
basically different? The answer, in certain circumstances can 
be dramatically, "yes!" The "certain circumstances" that are 
of interest here are when the integrand is invariant to opera­
tions of a point group. In such a case because of the symme­
try, it is possible to use a significantly fewer number of points 
(equal volume elements), to approximate an integral when 
these points are positioned optimumly, than to simply place 
them so the center of the space is at the center of a volume 
element. 

As a simple example, consider an integral of a periodic 
function where the finite region of space is a cube and the 
function is invariant with respect to each of the 48 cubic 
point group operations about the center of the cube. Now 
divide the cube into identical little cubes such that one little 
cube is centered about the origin and such that cubic point 
group operations leave the partition unaffected. Also require 
this partition to be such that if a volume element intersects 
the surface, then its center falls on the surface. Because of the 
point group symmetry the cube may also be partitioned into 
48 symmetry-related volumes referred to as irreducible 
wedges (IW). Thus, using the symmetry an FSA can be ex­
pressed as 48 times a sum of terms consisting of the function 
evaluated at centers of volume elements which lie inside or 
on the surface of the IW multiplied by (weighted by) the 
fraction of the volume element contained inside the IW. 
Now, suppose all volume elements (points) are displaced by 
the same vector, but in such a way that the resulting set of 

.J Present address: Physics Department, Universiti Sains Malaysia, Minden, 
Penang, Maylaysia. 

points are invariant to cubic point group operations. The 
only way that this can be done is to displace all the original 
points by a vector which connects the center of a little cube to 
a corner. In this process all the points which originally fell 
inside or on the internal surfaces of the IW remain inside or 
on the internal surfaces. Points which originally fell on the 
external surface of the IW are now completely outside the 
IW in that their volume elements are completely excluded 
from the IW. Thus, in the case where the original volume 
partition places points on the external surface of the IW an 
FSA with the displaced points will involve fewer points than 
the original FSA. When the original volume partition places 
no points on the surface, then the original and displaced FSA 
involve exactly as many points in the IW. The procedure 
above may easily be extended to integrals over face-centered 
cubic (fcc) and body-centered cubic (bcc) symmetric regions 
of space. In all cases the effect, if any, of symmetrically dis­
placing the volume elements is a surface effect. The dis­
placed point FSA's described above are exactly the "special 
points" ofChadi and Cohen. I It is noteworthy that periodic­
ity has no role in the preceding discussion. 

In a previous paper2 (hereafter referred to as I) an equi­
valent but different perspective as compared to the above 
discussion on FSA's was emphasized. Although this is quite 
arbitrary, for historical reasons the integration is taken to be 
in a reciprocal space or k-space and the volume of integra­
tion is the symmetric, Brillouin zone (BZ) in k-space. Now a 
periodic function,J(k) = I(k + K), where K is any member of 
a reciprocal lattice, can be expanded in Fourier series or in 
terms of an infinite set of orthogonal plane waves of the form, 
exp(ikoR), where space lattice vectors R satisfy the property 
exp(ikoR) = 1. A BZ integral is directly related to the coeffi­
cient of the plane wave with R = O. If an FSA is made to a BZ 
integral, then the corresponding Fourier series is truncated 
to a finite series. For FSA's corresponding to symmetrically 
partitioned BZ's, the number of R-vectors or planes waves 
which are inequivalent with respect to the FSA is exactly 
equal to the total number of points (or volume elements) into 
which the BZ is partitioned. For FSA's corresponding to 
nonsymmetrical displacements which are then symme­
trized, the number of inequivalent plane waves as deter­
mined by the FSA is less than the number of points. Just as 
inequivalent k-vectors may be specified by a BZ, inequiva­
lent R-vectors with respect to an FSA may be specified by a 
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symmetric zone in real space. When considering periodic 
functionsf(k) defined on the BZ which are invariant with 
respect to cubic point group operations, the plane waves may 
be reexpressed in terms of linear combinations which are 
invariant to the group operations. In the case of the example 
described in the preceding paragraph, both the FSA based 
on the symmetrically placed points including the origin and 
the corresponding FSA in which these points are symmetri­
cally displaced the zone of inequivalent R vectors is exactly 
the same for each. The surface effect described above mani­
fests itself in this case by the fact that all symmetrized linear 
combinations of plane waves formed from R vectors on the 
surface of the zone in R-space are identically zero when eval­
uated with respect to any point of the displaced FSA. For 
more details in this context the reader is referred to I. This 
surface effect must manifest itself for other symmetries be­
sides the identity representation. The primary objective of 
the present work is to analyze completely these surface ef­
fects for periodic functions of arbitrary point symmetry. 

One feature of the present work is to treat all FSA's on 
the same basis. A consequent practical observation, which is 
emphasized in Sec. IV, is that FSA's of comparable accuracy 
provide an estimate of the error. However, to treat all FSA's 
in the same manner requires a notation which precisely and 
compactly specifies all finite sets of points. The notation of I 
will be retained in this application. The notation is summar­
ized in the next few paragraphs below for completeness. 
Then, the general results, Eq. (18) of! and Eq. (1) of this 
paper, will be stated in this notation. Note that the notation 
is designed to facilitate immediate implementation into a 
computer code. Also, the tables with their captions summa­
rize the definitions and results which are needed to program 
the technique. 

The basic idea for specifying finite point sets embodies 
the notion of an infinite, regular array of points from which a 
finite number are selected by including only those points 
contained in a region of space. Three steps are involved. (1) 
Define an infinite set of points; symbolize such a set by g. (2) 
Define a region of space or zone; let Z symbolize such a zone. 
Then, (3) g(z) symbolizes the set of all points g which are 
contained inside and on the surface of zone z. It is also neces­
sary to distinguish between points in k-space and real space. 
This is done by symbolizing k-space points or point vectors 
and zones with lower case symbols and real space points and 
zones with upper case symbols. Point sets are defined in Ta­
ble IA and zones in Table IB in terms of points and zones in a 
dimensionless space. All point sets and zones defined here 
are invariant to cubic point group operations. Actual space 
vectors are obtained from the dimensionless point vectors by 
attaching the unit a12, where a is the lattice constant for a 
conventional cube. Similarly, k-vectors are obtained from 
the dimensionless point vectors by attaching the unit 21T INa, 
where N is a positive integer which specifies a zone. 

For example, the space lattice point S defined by this 
notation consists of all space vectors of the form 2(i,j,k )aI2, 
where i,j,k are any integers or zero. S is just a simple cubic 
lattice of space vectors. The symbol S (F N) specifies the finite 
set of simple cubic lattice vectors contained in the face-cen­
tered cubic zone F N' To explicitly obtain these points, one 
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TABLE I. Definitions of finite sets of vectors. a 

A. Definitions of infinite sets of vectors. b 

u = S = {(2i,2j,2k!] 
eu = ES = {2i + 1,2j,2k)] u {(2i,2j + 1,2k)) u {(2i,2j,2k + I)] . 
bu=FS= {(2i,2j+ 1,2k+ 1)]u{(2i+ 1,2j,2k+ l))u{(2i+ 1,2j+ 1,2k)) 
fu = BS = {(2i + 1,2j + 1,2k + I)];s = uueuubuuf 
b = F = uubuj" = B = uufuj"eu = fuueu 
beu = buUeu 

B. Zonal restrictions, a point (iJ,k ) is contained in the 1I48th zone wedge if 
integer or zero values of indices iJ,k satisfy the condition i;;. j;;.k;;.O and 

k·vector 
BZ (symbol) 

SC (SN) 
bee (bN ) 

fcc (IN) 

space vector 
zone (symbol) 

SC(SN) 
fcc (FN) 
bee (BN) 

Condition(s) 

2i<.N 
i+J<.N 
i<.N and 2(i + j + k)<.3N 

• In specifying vectors, upper case symbols are associated with space lattice 
vectors and lower case symbols are associated with k·vectors. Actual space 
vectors R are formed from a dimensionless vector (iJ,k ) by assigning to it the 
unit a/2, where a is the lattice constant for the conventional cube, 
R = (iJ,k )a/2. Actual k-vectors k are formed from dimensionless vectors 
(iJ,k )byassigningtheunit21T/Na, k = (iJ,k )21T/Na. The same symbols that 
are used to define sets of dimensionless vectors will be used for space vectors 
and k·vectors. Zonal restrictions are specified in terms of the 1/48th zone 
wedge or irreducible wedge. The remaining vectors (points) in the zone are 
generated by the 48 operations of the cubic group. A restricted set of points 
g(z) is denoted by the symbol for the infinite set of points, g, with the zonal 
restrictions z, in parentheses. For example, fu(b N) specifies the finite set of 
k-vectors contained in zone b N. 

b Indices iJ,k of vectors may take all integer and zero values. The symbol u 
indicates a union of sets. 

must first find all points in the 1I48th zone wedge where 
2i>2j>3k>O and 2i + 2j>N and then add to these all addi­
tional points which may be obtained by applying the 48 cubic 
point group rotations. Thus, S, F, and B are the usual sc, fcc, 
and bcc space lattices, respectively, while BS and FS are 
point sets containing only body-centered and face-centered 
space vectors, respectively. The space vectors contained in 
ES are "edge" vectors and are not contained in any cubic 
space lattice. The symbols NS, NF, etc., simply mean that all 
space vectors in S, F, etc., are scaled by the positive integer 
N. It is useful to note that zones S2N,F N' and B N are "primi­
tive" cells for lattices, NS, NF, and NB, respectively. 

In the case of k-vectors the unit 21TINa is associated 
with the zone delimiting index N. The resulting zones S N ,b N' 

andfn in k-space are symmetric cell BZ's. The 1I48th zone 
wedges defined in Table IB are identical to the usual irredu­
cible BZ's (IBZ's) for the cubic lattices. Although it leads to 
some awkwardness, the standard convention is followed for 
naming BZ's. For example, b N is the BZ for k-vectors which 
are reciprocal to the body-centered cubic space lattice. This 
convention has been maintained in naming k-vector sets. 
For example, the set of k-vectors,Ju consists of k-vectors of 
the form (2i + 1,2j + 1,2k + 1)21TINa, where i,j,k are any 
integers or zero. These k-vectors are actually body-centered 
type vectors. For BZzN the FSA point setsfu(zN) are identi­
cal to the Chadi-Cohen points. The k-vector lattices s, b, and 
fare reciprocal to space lattices NS, NB, and NF, respective­
ly. The k-vector points sets bu andfu involve k-vectors reci­
procal to space lattices NB and NF, respectively. The k-vec-
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tor lattice u is a universal lattice in that it is a sublattice of all 
other lattices, s, h, and! 

The relevant results, Eq. (18) ofl, are reproduced here: 

I w(k)exp [iko(R - R')] 
g(ZN) 

= N3[n~ (R,R';NS)+ n1.d (R,R';NES) 

+ n2.d (R,R';NFS) + n3.d (R,R';NBS)]!Mz , (1) 

where the factor M z is determined by the BZ: 
Ms = 8, Mb = 4, Mf = 2 for the three cubic BZ's. The sum 
includes k-vectors from the set g restricted to BZ Z N as dis­
cussed above and in Table I. The factors w(k) are weights 
which allow all points in and on the surface of zone Z N to be 
included in a symmetric manner. Regarding the points as 
small spheres, the weights are equal to the fraction of the 
sphere contained inside zonez N' Thus, all interior points k of 
Z N have weights w(k) = 1. The weights for surface points are 
tabulated in Table V along with other information regarding 
surface points. In the right member of Eq. (1) the constants 
n;, i = 0,1,2,3, are determined by the sum type, n; = n;(g). 
When positive integer N is even, all sum types ate meaning­
ful in Eq. (1); but when N is odd, only certain sum types are 
meaningful. The sum dependent parameters n; and the asso­
ciated restrictions with respect to N are listed in Table II. It 
should be noted that only the first four rows of entries in 
Table II are basic in that the remaining entries correspond to 
sums which are additive combinations of the basic four. 

Thefunctions.d (R,R';NL ) = 1 if the space lattice vector 
R - R' is contained in the set NL of space lattice vectors and 
is zero otherwise. Thus, in the same sense that inequivalent 
k-vectors are restricted to the BZ, the right member ofEq. (1) 
implies a zonal restriction for nonequivalent space lattice 
vectors. These zonal restrictions on inequivalent space lat­
tice vectors depend on the sum type and are listed in Table II 
under the column heading Z N' Thus, it is possible to have a 
set of inequivalent body-centered space lattice vectors res­
tricted to simple cubic (S N ) or face-centered cubic (F N ) 

zones. Note that in the case R = R' the left member ofEq. (1) 
is evaluated to be the number of whole points of sum type g in 
BZzN , 

No(g(zn)) = N 3nofMz • (2) 

TABLE II. Brillouin zone sum parameters for Eq. (I)." 

P(S) P(B) P(F) g no n, n2 n3 ZN 

e e e u I I I SN 
e e e eu 3 -I -3 SN 
e e e bu 3 -I -I 3 SN 
e e e lu I -I 1 -1 SN 
0 0 0 8 8 8 8 S2N 
e 0 e b 4 0 0 4 BN 
e 0 e leu 4 0 0 -4 BN 
e e 0 I 2 0 2 0 FN 
e e 0 beu 6 0 -2 0 FN 

a The first three columns labeled P (L ) indicate restrictions on N for each of 
the space lattices. A (sub) lattice sum g which occurs nontrivially only for 
even N is indicated with an e and a sum g which occurs non trivially for both 
even and odd N is indicated with an o. The last column ZN specifies zonal 
restrictions on lattice vectors. 
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To illustrate its meaning and use, Eq. (1) is applied to 
approximate expansion coefficients for a functionf(k) which 
is invariant to translations by a reciprocal lattice of vectors 
K,f(k + K) = f(k), 

f(k) ~ I' C (R) exp(ikoR). (3) 
G(ZN) 

The reciprocal lattice ! K I determines the BZ Z N and the 
appropriate space lattice G [exp(ikoR) = 1]"For a given 
positive integer N the finite set of k-vectors g(z N) determines 
the zone ZN of inequivalent space lattice vectors. Space lat­
tice vectors Rand R + R' are equivalent in the sense that for 
all k-vectors ing(zN) exp[iko(R + R')] = ± exp(ikoR) for all 
R' contained in the extended space lattice NZ. Certain R­
vectors on the surface of zone ZN may also be equivalent in 
this sense. The prime on the sum in Eq. (3) is a reminder to 
exclude all but one of these surface points. With these restric­
tions on the space lattice vectors, Eq. (1) reduces to 

I w(k) exp [iko(R - R')] = No(g(z N ) )OR,R' , (4) 
gjz, ) 

and the coefficients in Eq. (3) are 

C(R)~ I w(k) exp( - ikoR)f(k)/No(g(ZN))' (5) 
gjZN) 

In Sec. II symmetry-adapted plane waves are defined, 
and their orthogonality relations obtained for BZ integrals. 
Then in Sec. III FSA's to the BZ integral orthogonality rela­
tions are made. The reason for proceeding in this manner is 
that it is desired to make very clear the relationship ofFSA's 
to their BZ integral counterparts. The paper concludes in 
Sec. IV with a discussion of the results and a comparison of 
FSA's with symmetry-adapted plane waves. 

110 SYMMETRY-ADAPTED PLANE WAVES 

The use of irreducible symmetry operators (ISO's) to 
reorganize a basis set offunctions into irreducible subspaces 
or symmetry-adapted functions, which transform according 
to the irreducible unitary representations (IUR's) of a finite 
group is well-known.3 For a summary of the properties of 
ISO's and their representation in the factored form which 
will be exploited here the reader is referred to papers by one 
ofus.4

•
5 

Symmetry-adapted plane waves (SAPW's) are defined 
in terms of an ISO P(R )ij for IUR R = !D R(S) I as 

fm (R,k)ij = P (R )ij exp(ikoRm), (6) 

where the ISO is defined: 

P(R)ij = (nR/GO)I DR(s-l)ijS, (7) 
SEG 

Indices iJ = 1 , ... ,n R specify the rows and columns of the 
matrix representatives, D R (s). The vectors Rm = (i,i, k )a/2 
of the appropriate space lattice are restricted ony to the semi­
infinite irreducible wedge, i>i>k>O. In this section consid­
erations are restricted to integrals over the BZ. The proper­
ties of the ISO's assure that a group element s operating on a 
SAPW transforms according to the IUR, 

nR 

sfm(R,k)ij = Ifm(R,kLDR(s)n)' (8) 
n=l 
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It should be noted that one has no a priori assurance that the 
SAPW's defined by Eq. (6) are nonzero or linearly indepen­
dent. These problems are analyzed below. 

A point group element s operating on a plane wave 

s exp(ikaRm )= exp(is-lkaRm) = exp(ikasRm) (9) 

either produces a new plane wave if sRm =I- Rm or recovers 
the same plane wave when sRm = Rm' The subset of group 
elements which leave Rm invariant is a subgroup Gm of the 
point group. All new plane waves are determined by the left 
coset generators Sm of the point group G with respect to 
Gm, G = SmGm' Thus, the problem of finding SAPW's for 
exp(ikaRm) is equivalent to reorganizing the stable subspace 
Sm exp(ikaRm) into irreducible subspaces. The total number 
oflinearly independent SAPW's equals the number of group 
elements in left coset Sm· 

BZ integrals of products offunctionsf(k) and g(k) will 
be represented in the conventional manner 
(f(k),g(k)) = S HZ d 3kf(k )*g(k). Thus, the orthogonality 

relations for plane waves is expressed 

(exp(ikaRm), exp(ikaRm,) = flBZDm,m" 

where fl BZ is the volume of the BZ. BZ integrals with 
SAPW'sare 

(fm (R,k)ij/m' (R ',k)i'f) 

= DR •R .DuDm.m, (exp(ikaRm ),Jm (R,k)i'i)' 

(10) 

(11) 

where the adjoint and multiplication properties of ISO's are 
used to obtain the right member of Eq. (11). Also, the factor 
Dm,m' is extracted because of the orthogonality of distinct 
plane waves and the requirement that space lattice vectors 
Rm be chosen from the irreducible wedge. If Rand R ' 
form distinct plane waves, then the plane waves ;enerated by 
the point operations implicit infm' (R,k)i'i will also be distinct 
and therefore orthogonal. 

Normalization integrals are a special case of Eq. (10). 
The equation 

(12) 

defines the diagonal components of the normalization fac­
tor. From Eq. (11) it is evident that the only contributions to 
the normalization integrals arise from the point group ele­
ments contained in the subgroup G m defined above. Hence, 
using Eq. (7), 

N(R,m)ii = (nR/GO) I DR(s-l)ii' (13) 
SEG m 

A zero value for a normalization integral implies that the 
SAPW is identically zero. From Eqs. (11) and (12) it is seen 
that 

(14) 

Thus, nonzero SAPW's with the same "row" index i, but 
differing column indicesj,), are orthogonal and have the 
same normalization. Such functions are called "partner" 
functions. From the defining Eq. (6) it is seen that there are 
nR sets of partner functions. To complete the analysis of the 
right member of Eq. (11), an analysis of the relationship 
between partner function sets must be done. 

In general a nonzero result may occur in the right mem­
ber of Eq. (11) when i' =I- i. The factored ISO's defined in 
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TABLE III. Irreducible symmetry operators (ISO's) for the cubic point 
group.' 

A. Definitions of cubic point group operators 

E (x,y,z) = (z,y,z) 

IDx(x,y,z) = (x,z,YI 
Cy (x,y,zl = ( - x,y, - ZI 

Tdx,y,zl = (z,x,YI 
Cx (x,y,z) = (x, - y, - z) 
I (x,y,zl = ( - x, - y, - z) 

B. ISO's corresponding to "pleasant" IUR's of t~e cubic point group 

P(AsPI, , = (E + T, + T,'/(E + Cx/(E + Cy/(E + sIDx/(E + pI)l48 
P(EpI" = (E + w'T, + wT,'/(E + Cx /(E + Cy /(E + pI)l24 
P(EPlij = ID/ - , P(Ep) "IDx i - " ij = 1,2 
P(TsPI" = (E + Cx /(E - Cy /(E + sIDx /(E + pI)/16 
P(TsPlij = T.'u 'I P(Tsp)"TI'-' , i,j = 1,2,3 

C. Alternative, time-reversal invariant ISO's for the two-dimensional IUR 

P(E'PI" = (2E - T, - T,'/(E + Cx/(E + Cy/(E + IDx/(E + pI)/48 
P(E'Plij = ((T, - T,')lv3)j- 'P(E'P)l1((T, - T,')/v'3) - (i - I), 
i,j= 1,2 

a Only six of the 48 cubic point group elements appear explicitly in the 
factored form of the ISO's. These elements are defined by their effect on a 3-
vector, (x, y, z), in part A. For multidimensional irreducible unitary repre­
sentations only, a basic projection operator is listed explicitly along with the 
relationship to the remaining ISO's. The connection between the present 
notation and the notation of Bouckaert et al. is given in the caption to Table 
III of Ref. 5. Parameters s, P have values + I or - I and w = exp(i21T/3). 

Table IIIB correspond to IUR's which are particularly suit­
able for analyzing relationships between partner sets of 
SAPW's. The ISO's are represented in terms of the identity 
element and inversion element and four more elements of the 
cubic point group whose choice was motivated by their close 
association with symmetry lines and planes of the cubic irre­
ducible wedge. The six-point group elements which occur in 
the ISO's are defined by their transformation properties 
when acting on a 3-vector in Table IlIA. The nonzero 
SAPW's produced by these ISO's have the property that 
they are either orthogonal to one another or, in the case of 
related sets of partner functions, they differ by a phase fac­
tor. This observation is demonstrated below. 

First, note that each projection operator P (R )ii in Table 
IIIB is a linear combination of a set of group elements which 
are a subgroup designated GRUI of the cubic point group G. 
For these IUR's a general ISO is expressed in the form 

P(R)ij = sJ-'p(R )IIS-li-IJ, iJ = l,oo.,n R , (15) 

where point group elements Si are left or right coset genera­
tors for G with respect to the subgroups G R iii' Thus, the 
SAPW in the right member of Eq. (11) may be written as 

fm (R,k)i'i = P (R )iiS - Ii' - il exp(ikaRm ). (16) 

Since P (R L is an ISO for a one-dimensional IUR of G Rli)' 

any element of G R iii satisfies the relation 

(17) 

Using the adjoint property4 ofISO's, Eq. (17) may be rewrit­
ten as 

(18) 

Then, if any element h contained in G R Ii) is such that element 
s m = hs - Ii' - .) is contained in group G m , it follows from Eqs. 
(16) and (18) that 

.(m(R,k);.; = DR(h );Jm(R,k)ii' (19) 
In thiS case the BZ integral in the right member of Eq. (11) is 
evaluated as 
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TABLE IV. Norm~lization factors for cubic SAPW's formed with respect to the eight types (as distinguished by symmetry) of space lattice vectors, 
Rm = (x,y,z), occurmg m the irreducible wedge x;;. y;;.z;;.O." 

R(ij) (0,0,0) (x,O,O) (x,x,x) (x,x,O) (x,y,y) (x,x,z) (x,y,O) (x,y,z) 

Asp(ll) (1 + s)(1 + p)/4 (I + s)(1 + p)l24 (I +s)/16 (I + s)(1 + p)l48 (I + s)l48 (I + s)l48 (I + p)/48 1/48 
Ep(ll) 0 (I + p)ll2 0 (I + p)l24 1/24 1/24 (I + p)l24 1/24 
Ep(2i) 0 N21=NII 0 N21 =u./N

" 
N21=NII N21 =u/NII (I + p)/24 1/24 

E'p(ll) 0 (I + p)l6 0 (I + p)l48 1/12 1/48 (I +p)/24 1/24 
E'p(2i) 0 0 0 N21 = - yjN

" 
0 N21 = yjNII (I +p)/24 1/24 

Tsp(ll) 0 (I + s)(1 - p)/8 NI3 = N33 (I - p)ll6 (I +s)/16 1/16 (I - p)ll6 1/16 
Tsp(2i) 0 0 N23 =N.H N21 = -sN" 1/16 N21 = -sNIl (l-p)/16 1/16 
Tsp(3i) 0 0 (I + s)ll6 (I + s)(1 + p)/16 N32 = -SN22 (I +s)/16 (I +p)/16 1/16 

a Independent normalization factors are given in terms of the parameters, s,p, etc. characterizing the ISO's of Table III. Relationships between sets of partner 
functions are indicated by specifying the relationship. For this purpose the notation for normalization matrices N (R,m)ij is abbreviated to Nu' 

(exp(ik·Rm )Jm (R,k);,;) = DR (h );;N (R,m)J1Bz ' (20) 
On the other hand, if there is no element in the set 
GRU)S-It -;) contained in G m , then the right member ofEq. 
(11) is zero. 

The analysis ofBZ integrals ofSAPW's is summarized 
by 

(fm (R,k)ijJm' (R ',k);:!) = DR,R,DjJ'Dm,m,N(R,m);"ilBZ' 
(21) 

where the relevant information for cubic point group norma­
lization matrices is listed in Table IV. From Eq. (14) it is seen 
that the normalization N (R ,m L for partner SAPW's is inde­
pendent of the column index. Nonzero off-diagonal elements 
of the normalization matrix simply mean that a relationship, 
Eq. (19), exists between sets of partner functions. Thus, the 
relevant information consists of explicit results for the inde­
pendent normalization factors in terms of the parameters of 
the ISO's as defined in Table III. When sets of partner func­
tions are related, the entry for the normalization factor states 
the relationship, 

N(R,m}n = DR(h };;N(R,m)u' (22) 

From Eqs. (13) and (19) it follows that the normalization for 
the related partner set is 

N(R,m}rr = IDR(h }uI2N(R,mj;;. (23) 
ISO's of the form shown in Table IIIB having IUR's 

with the properties in Eqs. (15}-(18) above may be found for 
many groups of physical interest, including all nonrelativis­
tic point groups and space groups. More complicated, but 
analagous IUR's may be found for the point and space dou­
ble groups,4.5 The late Professor J. M. Keller suggested that 
these be called "pleasant" representations. It is not known 
what properties of finite groups might forbid "pleasant" 
IUR's, 

For some purposes the time-reversal (complex conjuga­
tion in this context) properties ofISO's transforming accord­
ing to pleasant IUR's may not be desirable. For example, in 
Table IIIB, ISO's for IUR's Asp and Tsp are invariant to 
time-reversal while the two-dimensional IUR Ep has relati­
vely complicated time-reversal properties. Alternative, 
time-reversal invariant ISO's for the two-dimensional IUR's 
are given in Table IIIC and distinguished from IUR Ep by 
attaching a prime (E 'p). These IUR's and the corresponding 
ISO's differ by a unitary transformation. It follows that the 
form of Eqs, (19}-(23) remains the same. However, for the 
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IUR E 'p the proportionality constant in Eqs. (19), (20), (22), 
and (23) is not simply a matrix element as above, but is a 
combination of matrix elements. The normalization factors 
for both two-dimensional IUR's are listed in Table IV in the 
condensed form described below [Eq, (21)]. 

III. FINITE SUM APPROXIMATIONS 

FSA's to BZ integrals may be viewed as a partition of 
the BZ volume into No identical cells surrounding each point 
k in the sum. Thus, in the notation for finite sums summar­
ized in Sec. I, 

(24) 

where the weight factor w(k) is unity for points inside ilBZ 

and is such that w(k)ilBzINo is the fraction of the cell inside 
ilBZ in the case of points on the BZ surface. Also, note that 
ilBZ = (217llilo, where ilo is the volume of a primitive cell 
in 3-space. Thus, the cell volume ilBzINo = (21T)3Iil, where 
il = Noflo is the volume ofthe primitive cell in 3-space con­
taining space lattice vectors which are inequivalent with re­
spect to the points in an FSA. 

In the integral limit No approaches infinity and no finite 
space lattice vectors can be on the surface. For finite sums 
and the consequent finite volume il, surface points R m, may 
occur in an SAPW which differ from the base point Rm (in 
the irreducible wedge) by a space lattice vector which is equi­
valent to 0 relative to the summation points. Therefore, the 
normalization for SAPW's formed with respect to surface 
points is affected, This effect will be represented as a factor 
M(R,g,m} as it is dependent on the IUR, the sum type, and 
the point Rm considered. Thus, the finite sum analog to Eq. 
(21) is 

I w(k)fm(R,k};Jm,(R ',k);,/ 
gliz .Nl 

= t5R,R,DUDm,m,No(g(ZN))N(R,m)nM(R,g,m), (25) 

where the finite point set g(z N) must be invariant to point 
group operations. Of course, one may obtain the same result 
directly by using Eq. (1) to evaluate the left member of Eq. 
(25). This is how the surface normalization factors M (R,g,m) 
displayed in Table V were evaluated. The "derivation" of the 
finite sum form from the BZ integral is supplied for the in-
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TABLE V. Weights and normalization factors for surface points.· 

Points w(k) Asp(ll) E'p(ll) E'p(2i) Tsp(ll) Tsp(21) Tsp(3i) 

A. Zones. =SN 

(4) (N,N,N)/2 1/8 (1,3p,3,p) x x (I, - p, - l,p) x x 
(3) (N,N,2k)l2, N>2k 1/4 (I,2p,I,O) (I,2p, 1,0) x (1,0, - 1,0) x (1,0,-1,0) 
(2) (W,j,k), W> j 1/2 (l,p,O,O) (l,p,O,O) (l,p,O,O) (l,p,O,O) (1,-p,O,O) (1, - p,O,O) 

B. Zone bN = FN 

(5) (N,O,O) 1/6 (2,0,4,0) (2,0, - 2,0) x 0 x x 
(4) (N,N,N)l2 1/4 (l,O,3,O) x x (1,0, -1,0) x x 
(3) (i,N - i,N - i), N>i>W 1/3 (1,0,2,0) (l,O, - 1,0) x (1,0,0,0) N 21 a:NIl X 

(2) (N,N,2k )/2, N> 2k 1/2 (1,0,1,0) (1,0,1,0) x (1,0,-1,0) x (1,0,1,0) 
(2') (i,N - i,k), N> i> W; N> i + k 1/2 (I,O,s,O) (1,0, -},O) N21 a: Nil (1,0,0,0) N21 a: Nil (I,O,s,O) 

C. ZonefN =BN 

(5)N,W,O) 1/4 (2,O,O,2s) (2,0,0, -1) N21 a: Nil 0 (2,O,O,2s) 0 
(4) (N,j,k), W>j; (HF) 1/2 (1 + p,O,O,O) (1 + p,O,O,O) (1 + p,O,O,O) (1 + p,O,O,O) (1 - p,O,O,O) (1 - p,O,O,O) 
(3) (i,!,N,N -I), N> i>W 1/2 (I,O,O,s) (1,0,0, - !p) (I,O,O,!p) (1,0,0,0) (I,O,O,ps) (N" a: Nil) 
(2) (i,j,k), N> i>! N> j> ~ N; HF 1 (1,0,0,0) (1,0,0,0) (1,0,0,0) (1,0,0,0) (l,O,O,O) (1,0,0,0) 

• Points are specified by 3-tuples (i,j,k) where i> j>k>O. A restriction to the hexagonal face 2(i + j + k) = 3N is denoted by HF. Symmetry-related, distinct 
HF points have been combined. Weights are listed in the column w(k). Surface normalization factors are represented 
M (R,g,m) = (mono + m In I + m2n2 + m3n3 )1no, where the sum-dependent factors n; are given in Table II. Only the 4-tuples (mo,m l,m2,m ,) are listed for each 
irreducible representation R. Interior points have weights w(k) = 1 and surface factor M(R,g,m) = I. 

sight into the meaning of FSA's and to motivate the parame­
trization of Eq. (25). 

The results for the surface normalization factors listed 
in Table V might appear deceptively simple. To obtain these 
results, it was necessary to analyze each distinct type of sur­
face point which occurs for each type of zone. For example, 
in the case of zone B N four entries appear in Table VC which 
represent the combined results for 15 distinct types of points. 
An example of the derivation for a particular point is given in 
the Appendix. 

Six types of k-vectors on the hexagonal face (HF) of the 
BZfN have been combined because they are symmetry-relat­
ed. The points (N,!N,!N) and (N,j,!N - j) listed under the 
entry Table VC(4) of themselves have weight w(k) =!, but 
they are related by the symmetry operation Dy [Dy (x,y,z) 
= ( - z, - y, - x)] to points in the BZ which differ from 

independent points in the IBZ by a reciprocal lattice vector, 
(N,N,N). These have been listed as one point in Table VC(4) 
with weight w(k) = ~. Also, note that the combined points of 
this type (N,j,k) include values ~N>j>k>O, which are not all 
HF points. The parentheses about the HF is a reminder that 
this is not an absolute restriction to the HF. Similarly, the 
points (i,j,k) of Table VC(2) of themselves have weight 
w(k) = ~ and are restricted absolutely to the HF. They are 
related as above by the symmetry operation Dy plus a reci­
procallattice vector to inequivalent points on the surface of 
the IBZ and have been combined. 

In Table V the entries "x" indicate that a relationship or 
zero value for the SAPW occurs without consideration of 
surface effects as shown in Table IV. Only zero values or 
relationships which arise from surface effects are recorded 
explicitly in Table V. In the case of relationships only a pro­
portionality is indicated. This is because there is an ambigu­
ity in sign between plane waves formed with respect to relat­
ed surface points Rm. This sign depends on the type of sum 
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over k-vectors and is not of importance in applications of the 
results. 

Obviously, it would be easy to overlook a relationship 
or a factor in the derivation of these results. The tabulated 
quantitites have been checked in the context of applications 
to expansions of periodic functions in terms of finite sums of 
SAPW's. For this purpose the basis set of SAPW's must 
exclude related SAPW partner sets and, of course, trivial 
SAPW's which are identically zero. With these provisions 
Eq. (25) becomes 

I w(klfm (R,k);jm' (R ',k)i'j' 
g1ZNI 

= 8R ,R'8i,i'8J,f8m.m,NIg,z,R,mL (26) 

where the combined normalization factor is 

N(g, z, R, m)i = NO(g(ZN))N (R,m)iiM (R,g,m). (27) 

The tables were verified by evaluating the left member ofEq. 
(26) directly and comparing this result to the right member 
as obtained using the tabulated information. This process 
was done completely only for N = 2 as the direct evaluation 
is quite expensive on the computer. The special case of Eq. 
(26) where m = m' and the space inversion parities are the 
same was verified for N = 2 - 8. All cases included in the 
tables were checked in this way. 

The coefficients in the expansion of a periodic function 
of arbitrary rotational symmetry in terms of a finite sum of 
SAPW's, 

F(k) = I I I C(R,m);jm(R,k)ij (28) 
G(RZ"I R jj 

are obtained using Eqs. (26) and (27) to be 

C(R,m)ij = I w(k)fm(R,k)~F(k)lN(g, z, R, m)j. 
gjzNI 

(29) 
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Equations (28) and (29) are the SAPW analogs to the plane 
wave expansion, Eqs. (3) and (5). For a given finite set of k­
vectors,g(zN) the expansion represented by Eqs. (3) and (5) is 
just a reorganized version of the expansion represented by 
Eqs. (28) and (29). 

The BZ sums in Eqs. (29) may be reduced to sums over 
points in the irreducible wedge (IBZ). For this purpose, let 
G k be the subgroup of elements h for which hk = k, and let 
Sk be the set of left coset generators for the entire group, 
G = SkGk' Then, 

C(R,m)ij 

= I I (W(Sk);oGklfm(R,k)~F(sk)lN(g, z, R, m);, 
gjrz.,,1 SEG 

(30) 

where g(rz N) represents those k-vectors of the set g(z N) con­
tained in the IBZ. Using the definition and properties of 
ISO's given in Eqs. (6)-(8), Eq. (30) becomes 

C(R,m)ij = I' (Odk/n R ) I fm(R,k);n *P(R )jn 
girz",) n = l.nR 

xF(k)/N(g, z, R, m);, (31) 

where 

°dk = aSk W(k) (32) 

is the order of the group of the k-vector dk , which is the set of 
group elements h such that hk = k + K. The prime on the 
sum in Eq. (31) is a reminder to exlude symmetry-related 
hexagonal face (HF) points. 

Since, the weights to be associated with HF points are 
complicated and may be an element of uncertainty to the 
user, they are summarized here. 

In the cases [Eqs. (26) and (29)] of results where the 
sums extend over the entire BZ, the weights for the surface 
points are those given in Table V except for the HF points 
included in entries, Table VC (4) and (2). These weights must 
be divided by a factor 2. The corresponding symmetry-relat­
ed HF points must be included in the sum and carry the same 
weight. The presentation here reflects the manner in which 
sets of points were generated to test Eq. (26) on a computer. 
First, points of a specified type were found within the IBZ 
according to the zonal restrictions of Table lB. HF points 
(iJ,k) of the type where} > ~N are exluded from this basic set 
of points. Interior points are assigned weight w(k) = I and 
surface points are assigned weights as given in Table V. In 
performing the sum the module of points generated by the 
elements of Sk is found. In the case of HF points the weight 
from Table V is halved, and an additional module generated 
corresponding to the symmetry-related HF point. 

For sums over points in the IBZ as in Eq. (31) the 
weights are taken exactly as given in Table V with the provi­
sion that they symmetry-related HF points not specified in 
Table V are excluded from the sum. 

IV. DISCUSSION 

The FSA's to BZ integrals are given in Eqs. (2), (26)-(32) 
with parameters and conditions summarized in Tables I-V. 
The results ofI, Eqs. (19) and (20), correspond to the present 
results in the case where F (k) is a periodic function invariant 
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to rotations of the cubic group, P(A + + )IlF(k) = F(k). 
One objective of the present work is to determine how 

the special character found for Chadi-Cohen points mani­
fests itself in the case of other symmetries besides the identity 
IUR. Such a comparison is made in Table VI in the case of 
functions F (k) which are invariant to translations by vectors 
reciprocal to the fcc space lattice. From Table II under the 
column heading ZN it is seen that the sum pairs 
(SN.!U 2N ),(bN.!euN ),(fN,beuN) have similar accuracy in the 
sense that independent SAPW's are formed with respect to 
lattice vectors inside zones S2N,BN , and FN , respectively. 
These sum pairs are also complementary in the sense they 
may be combined to form lattice sumsf2N' S2N' and S2N' reo 
spectively. This is the reason that the sublatticesfeu and beu 
were deemed worthy of special consideration. 

Chad i-Cohen points are special only in the context of 
approximations to certain coefficients in the finite sum ex­
pansions offunctions which transform according to a parti­
cular IUR of the group. The Chadi-Cohen points corre­
spond to sublatticefu with appropriate restrictions to an 
IBZ. The first six rows of Table VI compare sums over a 
simple cubic array of points s to sums over sublatticefu. For 
example, for sum type S with N = 4 there are 19 terms in the 
FSA's to the coefficients, Eq. (31). For IUR A + + there 
are 19 independent SAPW's of A + + symmetry and no 
SAPW's corresponding to surface points in the zone Sg van­
ish. Similarly, for this row IUR T + + has 16 independent 
partner sets or 48 SAPW's and 10 partner sets corresponding 
to surface points vanish. The sumfu with N = 8 also corre­
sponds to a partition of the BZ into 256 cells of equal volume, 
but there are only ten terms in the sum in Eq. (31). In this case 
there are ten independent SAPW's of A + + symmetry 
and nine SAPW's corresponding to surface points in zone Ss 
vanish identically for all k-vectors in the sumfu. It is in this 
context that the special nature of the Chadi-Cohen points is 
recognized as a surface effect. However, the surface effect 
does not persist in any easily definable manner for symme­
tries other than IUR A + + . Because the results for the 
simple cubic and body-centered space lattices are very simi­
lar to the results presented in Table VI, they will not be 
reproduced here. 

Crucial to any practical calculation is an estimate of the 
accuracy of the method. In the present work we have simply 
noted that the employment of a particular type of sum corre­
sponds to partitioning the BZ into No cells of equal volume. 
If one knows the extremes of variation of the function under 
consideration within such cells, then one can made a crude 
estimate of the associated error. A directly related means of 
discussing the error was used by MacDonald. 6 To each sum 
in k-space there corresponds a zone in real space containing 
lattice vectors for which independent information can be ob­
tained. Table II specifies the zones which correspond to each 
sum type, and Table IB defines the zones. MacDonald fo­
cused on the BZ average and quantified the precision of a 
sum type as the number of rotationally distinct lattice vec~ 
tors in order of increasing magnitUde which give zero contn­
bution to a BZ average. In the present context this measure 
of precision corresponds to counting the number of rotatio~­
ally distinct lattice vectors in the zones of Table II where N 1S 
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TABLE VI. Comparison of the number of independent SAPW partner sets for sums of similar accuracy." 

Sum N .vo N, A++ A+- A-+ A-- E'+ E'- T++ T+- T-+ T-- #SAPW's 

s 4 256 19 19 4 4 I 20 4 16 21 7 16 256 

(0) (6) (0) 11) (0) (6) (10) (9) 17) (4) 

lu 8 256 10 10 10 2 2 10 10 20 20 12 12 256 

(9) (0) (2) (0) (10) (0) (6) (10) (2) (8) 

s 8 2048 85 85 40 40 19 120 56 128 155 93 128 2048 
(0) 20) (0) (9) (0) (28) (36) (25) (31) 116) 

lu 16 2048 60 60 60 28 28 84 84 144 144 112 112 2048 
(25) (0) 112) (0) (36) (0) (20) (36) (12) (32) 

s 16 16384 489 489 336 336 231 816 560 1024 1143 889 1024 16384 
(0) (72) (0) (49) (0) 1120) (136) (81) 1127) (64) 

lu 32 16384 408 408 408 280 280 680 680 1088 1088 960 960 16384 
(81) (0) (56) (0) (136) (0) (72) (136) (56) (128) 

I 4 64 8 8 2 0 0 5 I 5 5 I 3 64 
(0) (0) (I) (0) (2) (0) 11) (4) (I) (2) 

beu 4 192 II 7 I I 0 6 I 6 7 2 4 80 
(I) (I) (0) (0) (I) (0) (0) (2) (0) (I) 

I 8 512 29 29 14 6 3 30 14 36 41 19 28 512 
(0) (0) (4) (I) (6) (2) (4) (9) (7) (8) 

beu 8 1536 56 28 13 10 4 32 15 38 44 24 31 560 
(I) (I) (0) (0) (4) (I) (2) (6) (2) (5) 

I 16 4096 145 145 100 68 47 204 140 272 299 205 204 4096 
(0) (0) (16) (9) (20) (12) (16) (25) (31) (32) 

beu 16 12288 344 144 99 84 56 208 143 276 304 224 253 4256 
(I) 11) (0) (0) (16) (9) (12) (20) (12) 119) 

b 4 128 II 11 I I I 10 2 9 9 3 9 128 
(0) (3) (2) (0) (2) (2) (3) (7) (4) (2) 

leu 4 128 8 8 3 3 0 10 2 7 12 4 7 128 
(3) (I) (0) (I) (2) (2) (5) (4) (3) (4) 

b 8 1024 45 45 18 18 II 60 28 66 75 45 66 1024 
(0) (7) (4) (I) (4) (7) (9) (14) (12) (6) 

leu 8 1024 40 40 22 22 8 60 28 62 80 48 62 1024 
(5) (3) (0) (4) (4) (7) (13) (9) (9) (10) 

b 16 8192 249 249 164 164 119 408 280 516 567 441 516 8192 
(0) 118) (8) (6) (8) (23) (27) (31) (34) (17) 

leu 16 8192 240 240 172 172 112 408 280 508 576 448 508 8192 
(9) (10) (0) (13) (8) (23) (35) (22) (27) (25) 

"The results are for the fcc space lattice. The sum type, N, the number of k-vectors in the BZ(No), and the number of k-vectors in the IBZ(N,) are listed in the 
first four columns. The corresponding number of independent partner sets for each fUR is specified in the next 10 columns. Immediately below these entries 
(enclosed by parentheses) are listed the number of partner sets which are zero because they have a zero value for their surface normalization factors. The last 
column lists the total number of independent SAPW's. 

replaced by 2N and exluding the lattice vectors which are 
surface points of zone Z2N It appears that MacDonald also 
excludes any interior points which are larger in magnitude 
than the smallest surface lattice vector. It should be noted 
that MacDonald's DPC sum types are identical to our lattice 
fin the case of the fcc space lattice. For the bcc space lattice, 
MacDonald's DPC sets correspond to our sublatticefeu for 
even q and to our lattice b for odd q. MacDonald's q is identi­
cal to our N. We have little motivation to pursue this path, 
since MacDonald's measure of precision is only applicable in 
the context of symmetry type A + + . 

For practical purposes the use of complementary sums 
is the most important feature that our investigation ofFSA's 
to BZ integrals has produced. For example, suppose that the 
sum s with N = 4 and the sumfu with N = 8 are used to 
evaluate a coefficient for which both sums provide informa­
tion. The two results tend to form an upper bound with re­
spect to a more accurate calculation. As can be seen from the 

1545 J. Math. Phys., Vol. 23, No.8, August 1982 

definitions of Table lA, combining these points corresponds 
to a sum over the latticefwith N = 8. The mean of the two 
original calculations corresponds to a more accurate result, 
and the deviation of this mean from the original results pro­
vides an estimate of the error. The process may be continued 
by forming the sum beu with N = 8. This sum combined 
with sumf for N = 8 produces the sum s with N = 8, a more 
accurate result. Table VI provides the information regarding 
the number of points involved at each step in the successive 
approximation scheme outlined above in the case of the fcc 
space lattice. For other lattices the progression is very simi­
lar. 
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APPENDIX: EXAMPLES OF THE ANALYSIS FOR 
SURFACE POINT NORMALIZATION FACTORS 

The analysis will treat points of the form (x,y,O). Such 
points serve to demonstrate the essential features of the anal­
ysis without excessive complication. 

First, observe that the invariance group of the point 
(x,y,O) is Gm = (E,ICz ) where element ICz = (I)(Cz ) in an 
obvious extension of the notation for group elements defined 
in Table IlIA. Next determine the total group of the point 

G Zm for each of the zones. G 2m includes elements which 
differ from the base vector by a lattice vector for zone Z. The 
total group may be compactly expressed in terms of a set of 

coset generators C Zm
, G Zm = CZmGm. Note that the analy­

sis here is exactly the same as the determination of the group 
for a k-vector on the surface of the BZ. The group elements 

in C Zm are those needed to unite the pieces of a surface point 
into a whole point.Thus, the number of coset generators 

°C
zm 

determines the weight for a surface point, w(k) = 1/ 

°C
zm

. The exception to this rule are points on the hexagonal 
face of the zonefN = BN, as discussed in the text. 

Zone SN contains one surface point, (!N,j, 0) with 
~N > j > 0 of the type (x, y, 0). This point is denoted S (2) be­
cause it is contained in the combined set of surface points 
given in Table V A with point index (2). The coset generators 

are C Sm = (E,ICx )' Similarly, the point F (2'), (i,N - i,O), 

N> i> !N, of zone FN has a coset C
Fm 

= (E, IDz')' where 
IDz· = (Cz )( T(2)(ID x). Two distinct surface points ofthe type 
(x,y, 0) occur for zoneBN • They areB (4), (N,j, 0), N>j>O 

with cBm = (E, ICx ) and B (5), (N,~N,O) with 

C
Bm 

= (E, Dy)(E, ICx)' where Dy = (I)(Td(IDx). 
The next step is to evaluate the normalization factors as 

defined by Eqs. (26) and (27) and to determine any additional 
relationships. The adjoint property of the ISO's is main­
tained for finite sums over sets of points in the BZ which are 
invariant to point group rotations. Equation (26), specialized 
to the diagonal terms, is rewritten as 

L w(k) exp( - k·Rm lfm (R,k)u = N(g,h,R,m)j' (AI) 
g(hNI 

The normalization factors are evaluated from Eqs. (A I). The 
finite sums are evaluated with Eq. (1). For surface terms only 
those group elements contained in the total group of the 
point, listed above for points of the form (x,y,O), contribute to 
the normalization. The objective will be to obtain most of the 
results pertinent to Tables IV and V simultaneously. 

The factored projection operators may be rewritten to 
include explicitly a factor involving group element ICz of 
Gm • For example, 

P(Tsp)(( = (E + slDx)(E + pl)(E + Cx)(E - p1Cz )l16 
(A2) 

is identical to the form shown in Table IIlB because pI (E-
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+ pI) = (E + pI) and inversion commutes with all group 
elements. When this operator is applied to a plane wave as 
defined by Eqs. (6) and (7) the result may be expressed as 

fm(TsP)(l = ft;li- p)(E + plCx + ... ) exp(ik·Rm ), (A3) 

whereR m is of the form (x,y,O) and only operators contained 
in the cosets for the expansion G Zm in terms of G m are listed 
from the remaining factors in Eq. (A2) since only these terms 
contribute to the normalization. For interior points (x, y, 0) 
the normalization found from Eqs. (1) and (A 1) is 

N(g,h,Tsp,m)l = No(g(h N ))(1 - p)l16 (A4) 

and the normalization factor is N (Tsplu = (I - p)l16 as de­
fined by Eq. (27) and listed in row 6, column 7 of Table IV. 
For surface points the group element ICx produces an addi­
tional contribution to the normalization. In the case of the 
point S (2) defined above ,the relation 
lCx (!N,j ,O( = (~N,j , 0) - (N,O,O). The lattice vector 
(M,O,O) is in the set NES and from Eq. (1) can be seen to have 
a surface normalization factor 

(A5) 

The corresponding entry for point S (2) under the column 
heading Tsp( 11) is (I ,p,O,O). All entries for normalization fac­
tors and surface normalization factors were obtained by si­
milar analysis. 

Finally, note that no effect on the surface factors is evi­
denced by symmetry relations lDz• and Dy in the example 
above. These group elements provide new relations between 
partner sets. For example, for point F (2'), 
lDz· (i,N - i,O) = (i,N - i,O) - (N,N,O). Hence, 
IDz' exp(ik·Rm ) = ( + / - ) exp(ik'Rm ), where the sign is de­
termined by the sum type. The exact sign is the sign of n2 as 
given in Table II. Then, using the ISO's defined in Table 
IIIB, 

P(Tsphl exp(ik·Rm ) = ( + / - }P (Tsp) 11 T(IDz• exp(ik·Rm ) 

= - s( + / - )P(Tsp)lI exp(ik·Rm ), 

(A6) 

where the right member follows because T(IDz· = CylDx 
and P(TSP)IICJDx = - sP(Tsp)l1' In general, if a group 
element relating zone surface points does not contribute di· 
rectly to the surface factor, then an additional relationship 
between partner sets will occur. 
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Erratum: On Euler characteristics of compact Einstein 4-manifolds of metric 
signature (+ + - -) [J. Math. Phys. 22, 979 (1981)] 

Yasuo Matsushita 
Department of Applied Mathematics and Physics, Faculty of Engineering, Kyoto University, Kyoto, Japan 

(Received 21 April 1982; accepted for publication 29 April 1982) 

PACS numbers: 02.40. - k, 99.10. + g 

Matrix (16a) on page 980 should read 

p = [PI: OV

I 

_ P2

0
+ OV

2 
~]. 

(T 0 0 - P3 + lTV3 
Equation (26b) on page 981 should read 

PI [M2J = - ~ f vlw + ~ f (P2V2)W, VI ¥=O. 
47T M, 7T M, 

Inequality (ii) in Corollary 5 on page 981 should read 
x [MI );;.2. 

Equation (32) on page 982 should read 

ds2 = a2(ds 2 + sin2 5 dt/> 2 - d'T/ - sin2 1] drf). 

Erratum: Time-dependent, finite, rotating universes [J. Math. Phys. 22, 2699 
(1981)] 
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Marcelo J. ReboU(;as and J. Ademir S. de Lima 
Centro Brasilerio de Pesquisas Ffsicas/CNPq, Av. Wenceslau Braz, 71, 22.290-Rio de Janeiro-RJ-Brazil 

(Received 19 March 1982; accepted for publication 26 March 1982) 

PACS numbers: 98.80.Dr, 04.20.Jb, 04.20. - q, 98.80.Ft, 99.10. + g 

1. Equation (3.5) should read 

1 1 y_ 1 X Y I = - XI' Yz = - Xl' 3 - 3' 
Bo Bo (a2 - 1)1/2A 

2. Our solutions are not spatially homogeneous: the t-
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constant sections (Bianchi IX) are timelike and not spacelike 
as we have stated in the Introduction. 

We are indebted to R. T. Jantzen for calling our atten­
tion to these points. 
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